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AT Ethics beyond Compliance:
Governance, Power, and Human Flourishing

Sara Lumbreras
(Instituto de Investigacion Tecnoldgica, Universidad Pontificia Comillas)

Andrea Vestrucci
(Department of Computer Science, Universitit Bamberg;
Christ School of Theology)

Ralph Stefan Weir
(School of Humanities and Heritage, University of Lincoln)

Artificial intelligence (AI) is rapidly being integrated across society and is in-
creasingly used in a wide spectrum of decision-making processes, from business
operations to public service allocation, healthcare support, credit scoring, and
recruiting. In particular, large language models (LLMs) have become common-
place in educational institutions and workplaces, and are increasingly influenc-
ing everyday communication practices, including their use as companions or
supports for loneliness.!

In light of AT’s growing presence in our lives, there has been a notable rise in
documents and publications deepening the ethical aspect of Al, ranging from
organizational policies and corporate guidelines to global initiatives. Here we
focus on three examples. In 2021, UNESCO adopted the non-binding Recom-
mendation on the Ethics of Artificial Intelligence, which lays out principles and

' A. de Wynter, If Eleanor Rigby Had Met ChatGPT: A Study on Loneliness in a Post-LLM World,
in: Proceedings of the 63rd Annual Meeting of the Association for Computational Linguistics, eds.
W. Che et al., Vol. 1, Association for Computational Linguistics, Vienna 2025, pp. 19898-19913.



Sara Lumbreras, Andrea Vestrucci, Ralph Stefan Weir

calls on member states to implement policy measures across the Al lifecycle.?
In 2024, the European Union officially adopted the AI Act, establishing the first
comprehensive legal framework for AI and introducing a risk-based classifica-
tion of Al systems.’? In 2025, the Australian government updated its policy for the
responsible use of AI, which sets requirements for how Australian government
agencies should adopt and govern AL*

This growing attention to ethics is encouraging, but it also risks reducing ethi-
cal engagement to mere legal or procedural compliance. There is a persistent con-
cern about “ethics washing,” whereby institutions and companies deploy ethical
language to maintain their reputations without making substantial changes in
practice. In such settings, operational questions about what is good, just, or fair
grounded in lived human experience tend to be neglected. Moreover, although
issues of fairness, well-being, ecological sustainability, privacy, and inclusion are
widely recognized as core concerns, they are often treated in fragmented ways
and bundled under broad labels and “buzzwords” like “trustworthiness” or
“responsibility.”

This special issue brings together perspectives from across disciplines and tra-
ditions to explore how Al ethics is shaped by governance frameworks, societal
institutions, educational practices, and contested ideas of justice and agency.

The relationship between ideology and power is critically examined in Luka
Perusi¢’s article, Ideological Limits to Ethical Artificial Intelligence. Perusi¢ ex-
plores how the concept of “ethical AI” is shaped, and often constrained, by un-
derlying ideological commitments. He argues that despite the proliferation of
ethical guidelines and value-alignment frameworks, the ethical often functions
as a malleable label within corporate, regulatory, and geopolitical contexts,

2 UNESCO, Recommendation on the Ethics of Artificial Intelligence, SHS/BIO/REC-AIETH-
ICS/2021, URL: https://unesdoc.unesco.org/ark:/48223/pf0000380455.

*  European Commission, Regulation (EU) 2024/1689 of the European Parliament and of the
Council of 13 June 2024 Laying Down Harmonised Rules on Artificial Intelligence and Amending
Regulations (Artificial Intelligence Act), URL: https://eur-lex.europa.eu/legal-content/EN/TXT/
HTML/?uri=0]J:L_202401689.

*  Australian Government, Policy for the Responsible Use of Al in Government, version 2.0, URL:
https://www.digital.gov.au/ai/ai-in-government-policy.

> See G. van Maanen, AI Ethics, Ethics Washing, and the Need to Politicize Data Ethics, “Digital
Society” 2022, Vol. 1, 9, https://doi.org/10.1007/s44206-022-00013-3.

¢ See Karoline Reinhardt’s comprehensive critique of the term “trustworthiness” in the field of Al
ethics in K. Reinhardt, Trust and Trustworthiness in AI Ethics, “Al and Ethics” 2023, Vol. 3, pp.
735-744, https://doi.org/10.1007/s43681-022-00200-5.
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vulnerable to “ethics washing” and competing social preferences. By analyz-
ing the status of ethical claims in current governance instruments, the paper
shows how ideological structures set practical limits on what ethical AI can
achieve, and how these limits must be acknowledged in any realistic theory of
responsible Al

Education is revisited in Computational Analysis for Philosophical Education:
A Case Study in Al Ethics, which applies natural language processing to analyze
AT ethics syllabi. Alex Cline, Brian Ball, David Peter Wallis Freeborn, Alice C.
Helliwell, and Kevin Loi-Heng investigate what contemporary natural-language-
processing techniques can reveal about the content and structure of Al ethics
curricula. They demonstrate how computational methods can bring conceptual
patterns to the surface, highlight thematic emphases, and support pedagogical
reflection. The paper situates this approach within the digital humanities and
proposes computational analysis as a promising resource for philosophical teach-
ing and curriculum design.

Neomal Silva’s contribution, Justice and AI Fairness: John Rawls and Iris
Marion Young on Racist and Sexist AI Decisions, centres justice as a response to
structural oppression. Drawing on cases of algorithmic bias (such as discrimina-
tory hiring tools and flawed facial recognition) Silva critiques the limitations of
Rawlsian distributive justice and instead turns to Young’s model of structural
injustice. We cannot be content knowing that the “average” result is good for an
algorithm, if a group is disproportionately damaged by its application. As an al-
ternative, the paper turns to Young’s critical theory, which incorporates structur-
al power and consciousness-raising practices, arguing that her approach better
captures the mechanisms through which discriminatory patterns are reproduced
in machine-learning systems.

The theme of care, responsibility, and human-AI cooperation is explored fur-
ther in A Philosophical Account of Shared Autonomy and Moral Agency in Hu-
man-Al Teams. Max Parks examines how agency becomes distributed across
humans and machines in contexts ranging from autonomous vehicles to social
robots. Parks argues that computational optimization cannot substitute for the
socially embedded moral understanding characteristic of human judgement, and
advances a care-theoretic framework for evaluating hybrid systems, emphasiz-
ing attentiveness, dependency, and relational accountability. Through cases such
as self-driving vehicle scenarios and companion-robot interactions, the paper
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proposes principles for integrating Al in ways that enhance, rather than erode,
meaningful human agency.

The special issue also interrogates how Al shapes the politics of knowledge. In
the paper In Defence of LLM-Based Tools in Scientific Writing: Epistemic and Ethi-
cal Considerations of LLM-Restrictive Publishing Policies, Aleksandra Vuckovi¢
analyzes the emerging tendency among universities and publishers to prohibit
or severely limit the use of LLMs in academic writing. Vuckovi¢ argues that cur-
rent detection tools produce both false positives and false negatives, raising seri-
ous epistemic and professional risks, especially for non-native English-speaking
researchers, who face disproportionate rates of mistaken suspicion. The article
proposes a more moderate regulatory approach that recognizes both the linguis-
tic benefits LLMs can provide and the limits of existing detection technologies.

A significant contribution arises from the dialogue between religious and
secular approaches to Al governance. In Ethical Evaluation of Artificial Intel-
ligence from the Perspective of the Catholic Church, Krzysztof Trebski analyzes
the Catholic ethical evaluation of AI and the risks of unregulated development
through documents of the Holy See, and the teaching and public pronounce-
ments of recent pontiffs. Drawing on papal encyclicals, Vatican documents, and
global policy instruments, the paper explores how AI development serves the
dignity of the human person and the universal common good by tracing points
of convergence and divergence between secular and ecclesial frameworks, par-
ticularly around autonomy, beneficence, and justice.

Taken together, these articles treat Al ethics not as an abstract list of prin-
ciples, but as a domain rooted in social structures, interpersonal relationships,
and power dynamics. They raise critical, practical questions: Who benefits — and
who bears the costs — when Al systems are deployed? Whose perspectives inform
design and implementation choices, and whose are excluded? How is responsibil-
ity and care distributed across human-machine interactions, and how do institu-
tions influence AI's development and use? A central concern explored by the spe-
cial issue is vulnerability, whether in the experience of communities affected by
biased systems, groups underrepresented in global governance debates, or schol-
ars exposed to inequalities through language and publication practices. This vol-
ume exemplifies a genuinely interdisciplinary dialogue. Bringing critical theories
of justice into conversation with feminist care ethics, Catholic social teaching,
epistemology, and computational methodologies, it shows what becomes visible
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when AT ethics is approached from multiple standpoints and diverse perspec-
tives. The aim is not to settle these debates, but to invite ongoing reflection and
collective action towards the common good in an Al-driven world. Much more
work remains, and it will need to be interdisciplinary if AI ethics is to meaning-
fully shape the development of this technology in ways that foster human dignity
and encourage human flourishing.
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Abstract: The paper analyzes the current use of ethical artificial intelligence (AI), argues that
there are ideological limits to it, and discusses these limits. The topic is of particular relevance to
research on the social implementation of Al systems, as ideological underpinnings are not easy
to identify and ideology research is underrepresented in research on AI phenomena. The first
section analyzes what counts as ethical in ethical AI systems. The second section classifies the
dimensions of the ethical in AT systems, highlights their interrelationships and applies forness as
a key concept that helps narrow the focus on the ideological component of ethical AI The third
section describes the presence of ideology in ethical AT and clarifies the limits it imposes on Al as
a general phenomenon that undoubtedly has the potential to contribute to a more humane society,
but is severely constrained by ideology.

Key words: morality, ethic, ethics, politics, ideology, forness, artificial intelligence, artificial
agency

1. Understanding the “Ethical” in Ethical Artificial Intelligence'

1.1. The Status of the Ethical

In recent years most of the economically leading countries, supranational enti-
ties, and international expert organizations, together with the most influential
technology companies, are striving to create workable frameworks for the de-
velopment, implementation, use and evaluation of artificial intelligence (AI) sys-
tems. The level at which AT has suddenly been taken seriously is technologically
unmatched, with the European Union (EU) at the forefront in terms of intensity,
scope and thoroughness, culminating in the proposal of the Artificial Intelligence

! Isincerely thank the reviewers and editors for their efforts to advance the quality of the paper.
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Act.? In the spectacle of initiatives, guidelines, strategies, policies and legislative
preparations to harness the advances in AI development and implementation, the
question of ethics has been ever present, and the notion of ethical Al could nei-
ther be avoided nor evaded. Scholars working in the fields of morality, ethics and
Al as well as policy makers and jurists dealing with ethical Al, have approached
these problems with different emphases:

[Strategies for approaching (ethical) AI] range from regulations, law, codes of
conduct, attempts to design AI with safety and ethics uppermost, attempts to
build ethics into design process, specific strategies such as attempts to under-
stand and mitigate bias, and so on. Some focus on current issues; some focus
on longer-term and more speculative questions, such as possible dangers of
superintelligence. Some issues are concrete and specific; some are more gen-
eral, wide-ranging, or foundational. Some approaches lean towards the view
that AI presents a threat that we might lose control of ourselves and of our
values and that we need radical shifts to deal with the world that is coming.
Other approaches are more sanguine and diligently tread the path of trying to
ensure that the technologies that are being developed and used fit within cur-
rent frameworks of value in approaches broadly labelled “value alignment.”

However, the discourse on being “ethical” continues to most commonly per-
petuate the idea that ethical* refers to having a set of principles that instruct on
proper conduct towards others or on what values should be embodied and mani-
fested. Although the approach may seem functional, in the contemporary tech-
nological forefront society the ethical was never made fundamental neither in
terms of nurturing and education nor in terms of legislation - in the context
of the triple helix complex (military, industry, academia), it was systematically
relegated to “playing the role of a bicycle brake on an international airplane™

2 European Parliament, P9_TA(2023)0236: Artificial Intelligence Act, June 2023, amendments; cf.
Council of the European Union, Proposal for a Regulation of the European Parliament and of the
Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and
Amending Certain Union Legislative Acts: Analysis of the Final Compromise Text with a View to
Agreement, no. Cion doc. 8115/21, Brussels, 26 January 2024.

> P.Boddington, AI Ethics: A Textbook, Springer, Singapore 2023, p. 6.

Almost always derived from the word ethics, even though it should derive from ethic, as the lat-

ter is a set of action-guiding principles related to moral behaviour, while the former is a branch

of philosophy.

> U. Beck, Gegengifte. Die organisierte Unverantwortlichkeit, Suhrkamp Verlag, Frankfurt am
Main 1988, p. 194.
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already in the 1980s. Contemporary studies support this argument by show-
ing that ethical norms have near-zero influence on the tech community, both
the student population and working experts.® This raises the possibility that
incentives from major players to build an ethical AI and use AI ethically may
not be ethical and may not support the consistency between moral behaviour
and legislation. A brief insight into the motives behind the formation of ethi-
cally aligned products was given in 2016 by a Mercedes representative, Chris-
toph von Hugo, whose comment was one of the first public comments on the
moral issues related to self-driving cars made by companies producing such ve-
hicles. Von Hugo stated that self-driving Mercedes cars “would always prioritize
their owners,” before changing his statement after a public outcry.” It is a pref-
erence that is understandable from the perspective of a product seller, but not
from the perspective of the fundamental rules and laws of traffic regulation or
from the perspective of non-driving members of the contemporary social envi-
ronment. The relegation of the ethical to an inferior position produced at least
two consequences: (1) the possibility to manipulate the notion of the ethical for
the protection of personal gain against the other, and (2) the relativization of
morality.

In relation to the first consequence, the devaluation of the ethical has reached
a new level, especially in the context of climate change and sustainability, with
technology companies themselves expressing ethical concerns for twofold effect:
(1) legislative, because by pretending to deal with the ethics of their own inven-
tions they are stalling talks about the regulation of their activities and products,®
and (2) commercial, because by expressing their ethical standpoints and pasting
them on the “cover” of their brand they market themselves as trustworthy hu-
manists contributing to the creation of a better society, and thus a better label for
stakeholders to spend money on.’ The epitome of this misleading strategy is their

¢ L. Munn, The Uselessness of AI Ethics, “Al and Ethics” 2023, Vol. 3, No. 3, p. 872, https://doi.
0rg/10.1007/s43681-022-00209-w; T. Hagendorff, The Ethics of Al Ethics: An Evaluation of
Guidelines, “Minds and Machines” 2020, Vol. 30, No. 1, p. 108, https://doi.org/10.1007/s11023-
020-09517-8. Both papers link to several different studies supporting the argument empirically.

7 S. Nyholm, The Ethics of Crashes with Self-Driving Cars: A Roadmap, I, “Philosophy Compass”
2018, Vol. 13, No. 7, 12507, p. 5, https://doi.org/10.1111/phc3.12507.

8 L. Munn, The Uselessness of Al Ethics, op. cit., p. 872.

® N. de Marcellis-Warin et al., Artificial Intelligence and Consumer Manipulations: From Consum-
er’s Counter Algorithms to Firm’s Self-Regulation Tools, “AI and Ethics” 2022, Vol. 2, No. 2, p. 264,
https://doi.org/10.1007/s43681-022-00149-5.
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private, unregulated development of Al solutions, veiled by their publicly ex-
pressed concern about the apocalyptic coming of artificial general intelligence —
a self-aware, adapting, and learning autonomous Al that may take human beings
“out of the picture.” The practice is as absurd as publicly warning that all of hu-
man civilization could die from a deadly virus while privately developing it in the
lab; however, misleading and entertaining the public serve the purpose of allow-
ing the companies the freedom to develop Al systems for these companies’ gain.

In addition, Thilo Hagendorff highlights that “ethics can also simply serve the
purpose of calming critical voices from the public, while simultaneously the crit-
icized practices are maintained within the organization.”’° Deconstructed, the
practice is a form of “ethics washing,” a sibling to the well-known phenomenon
of greenwashing. Ethics washing is “the practice of visibly, sometimes ostenta-
tiously, showing to the world that one is taking great care to attend to ethics,
while in reality, doing little or nothing.”" A notorious example of such behav-
iour is the inappropriate firing of Timnit Gebru by Google after Gebru insisted
on publishing a report that demonstrated how Al systems could generate racial
results, while simultaneously presenting the company as a leader in ethical stan-
dards."” Granted, it would be unconvincing to claim that ethics washing - and
the entirety of ethical devaluation processes — apply to the entirety of the Al
systems development landscape. AI development spans from developing sys-
tems that assist in mountain rescue missions, through news feeds, to unmanned
ground vehicles for assault combat, and there are certainly many authors who
actively engage in discussions of the best possible utilization of AI systems. For
example, Seng W. Loke, who, analyzing the game theory problem in the con-
text of interaction among autonomous Al systems, has proposed the prime rule
“Cooperate first” as “a good candidate for a universalizable maxim (i.e. ‘seeking
first to cooperate’ could be willed as a strategy for everyone)” that would pos-
sibly manage the autonomous interaction of Al systems in a vehicle network for
the benefit of all participants.”* However, here I focus on examples generated by

1 T. Hagendorff, The Ethics of Al Ethics, op. cit., p. 100.

" P. Boddington, AI Ethics, op. cit., p. 21; cf. L. Munn, The Uselessness of AI Ethics, op. cit., p. 872.
For a good overview of the case and the understanding of multiple layers of misconduct in-
volved in the process of firing Gebru, see T. Simonite, What Really Happened When Google
Ousted Timnit Gebru, Wired, 8.06.2021, URL: https://www.wired.com/story/google-timnit-
gebru-ai-what-really-happened/.

B3 S.W. Loke, Designed to Cooperate: A Kant-Inspired Ethic of Machine-to-Machine Cooperation, “Al

and Ethics” 2022, Vol. 3, No. 3, p. 992, https://doi.org/10.1007/s43681-022-00238-5.
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powerful global entities that might not be as clear as they initially appear. For
example, although Microsoft as a global tech company is one of the parties that
have committed to apply UNESCO’s Recommendation on the Ethics of Artificial
Intelligence in 2022," it has invested over $13 billion into OpenAl, which has al-
ready been shown to favour exploitative practices.”

A second consequence of the relegation of the ethical to an inferior position is
the multiplication of various ethical codes that are constantly proposed regardless
of other efforts, resulting in a plethora of ethical proposals that are not supported
by legal systems in terms of sanctions. Combined with the evidence of cultural
differentiation in the world, a relativistic image of ethics emerges and a negative
view of ethics as arbitrary or limited. Given the case, some authors argue that it
is pointless to discuss the ethics of Al (and thus ethical AI) and that we should
focus on law-abidingness and accountability.' Roman V. Yampolskiy raises the old
but standing problem of legal positivism or legal blindness, in the sense that what
is allowed or forbidden by law may be unethical (for instance, ban on same-sex
marriage and acceptance of underage marriage), and later cannot be prosecuted
because it was acceptable from the perspective of the law that was in effect at the
time. In that regard, the EU’s Artificial Intelligence Act is a peculiar case which
serves well to clarify what “ethical” stands for in the phrase “ethical AL”

1.2. The Meaning of the Phrase “Ethical AI”

The European Commission (EC) has accepted a document titled Ethics Guide-
lines for Trustworthy AI, which considers “ethical AI” to be an Al system follow-
ing the set of principles labelled by the Commission as “ethical” (respect for hu-
man autonomy, prevention of harm, fairness, and explicability)."” This selection

" UNESCO, Recommendation on the Ethics of Artificial Intelligence, Paris 2022.

15 More on this in the next section. For the information on Microsoft, see J. Liboreiro, Euro-
pean Regulators Put Microsoft’s $13 Billion Bet on OpenAI under Closer Scrutiny, EuroNews,
9.01.2024, URL: https://www.euronews.com/my-europe/2024/01/09/european-regulators-put-
microsofts-13-billion-bet-on-openai-under-closer-scrutiny.

' For example, computer engineer Roman V. Yampolskiy, who stated this before the political
world took Al seriously. See R.V. Yampolskiy, Artificial Intelligence Safety Engineering: Why Ma-
chine Ethics Is a Wrong Approach, in: Philosophy and Theory of Artificial Intelligence, ed. V.C.
Miiller, Springer-Verlag, Berlin 2013, pp. 389-390.

7" High-Level Expert Group on Artificial Intelligence, Ethics Guidelines for Trustworthy Al, Eu-
ropean Commission, European Union 2019, pp. 12-13. This document is cited in later docu-
ments on Al, including the documents related to the Artificial Intelligence Act proposal that

15
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was drawn from the EU Charter of Fundamental Rights and later expanded in
the finalization of the Artificial Intelligence Act proposal. Ben Wagner explains
that “EU fundamental rights are not understood as fundamental rights but rather
as ethical imperatives to be complied with in a non-binding fashion.”"® In fact:

In this sense these are “potential fundamental rights,” developed under the
shadow of hierarchy of the European Commission. They certainly cannot be
claimed at present and if these potential fundamental rights are “violated”
(whatever that means in the context of ethical commitments to uphold funda-
mental rights) they would be no legal recourse of any kind available. Indeed, it
is in fact likely that these rights would actively need to be violated frequently
and these violations would need to be made public widely, in order for the Eu-
ropean Commission to be willing to do anything about their actual violation."

However, to define “ethical AI”, the EC created a single concept - trustworthy
AI - composed of three distinct phenomena - law (the AI has to be law-abiding),
ethics (the AT has to follow a set of action-guiding principles), and technics (the Al
has to be robust). By doing so, the EC’s proposal merged law and ethics into a single
entity, even though it itself differentiates between law and ethics like Yampolskiy
does, by strongly focusing on Al system solution via value alignment and in that
way, at least on the surface, further attempted to prepare ground for subduing the
environment which creates Al systems and the actor network that uses Al systems,
doing so outwardly, that is, making the solution itself the starting point, thus go-
ing beyond “regulation by design.”* For example, when the proposal states that
an Al system should be “transparent,” it means that all human and non-human
elements in its entire life cycle have to align to the value of traceability and explain-
ability* for it to successfully retain the accepted property, and so practices such

was formally adopted in June 2023. For a review, see L.A. DiMatteo, Artificial Intelligence: The

Promise of Disruption, in: The Cambridge Handbook of Artificial Intelligence: Global Perspectives

on Law and Ethics, eds. L.A. DiMatteo, C. Poncibo, M. Cannarsa, Cambridge University Press,

Cambridge 2022, pp. 12-14.

B. Wagner, Ethics as an Escape from Regulation: From “Ethics Washing” to Ethics-Shopping?, in:

Being Profiled: Cogitas Ergo Sum. 10 Years of Profiling the European Citizen, eds. I.E. Bayamlioglu

et al., Amsterdam University Press, Amsterdam 2018, p. 85.

9 Ibid.

2 L.A. DiMatteo, Artificial Intelligence, op. cit., p. 14.

21 European Parliament, P9_TA(2023)0236: Artificial Intelligence Act, Amendment 213, Article
4a(p.127).
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as psychological targeting,*” fake news, hate generation, preference recognition,”
etc., should be considered for prohibition. If this conception was to be enforced
with strict regulation and the appropriate administrative support, it might be
representative of how potentially dangerous and exploitative new technologies
could be used where they benefit humanity by aiming to create systems based
on technical invention. It could be understood as a way of addressing the general
problem of technical inventions taking control of social processes.

The idea of calling AI systems “ethical” further stems from the development
of Al systems that exhibit autonomous behaviour, thus resembling a subject. This
is highly debatable because most of what is considered “autonomous” in discus-
sions on Al is most likely a more complex form of automation. In the simplest
terms, a system that was automatized is a system that will once initiated continu-
ously carry out the specified task by itself until completed without deviation —

22 “Recent research in the field of computational social sciences [...] suggests that people’s psy-
chological profiles can be accurately predicted from the digital footprints they leave with every
step they take online. For example, people’s personality profiles have been predicted from per-
sonal websites, blogs, Twitter messages, Facebook profiles, and Instagram pictures. This form of
psychological assessment from digital footprints makes it paramount to establish the extent to
which behaviours of large groups of people can be influenced through the application of psycho-
logical mass persuasion - both in their own interest (e.g., by persuading them to eat healthier)
and against their best interest (e.g., by persuading them to gamble)” - S.C. Matz et al., Psycho-
logical Targeting as an Effective Approach to Digital Mass Persuasion, “PNAS” 2017, Vol. 114, No.
48, p. 12714, https://doi.org/10.1073/pnas.1710966114.

2 An extreme case of preference recognition is AT’s ability to detect sexual orientation solely by
observing facial images and with much higher accuracy than human beings. These particular
results were published by Yilun Wang and Michal Kosinski (Stanford University) in 2018, in
a paper titled Deep Neural Networks Are More Accurate than Humans at Detecting Sexual Ori-
entation from Facial Images: “Their decision to do the study at all, despite the evident risk to
people living in countries where homosexuality is illegal, is justified by the authors in terms
of the fact that if it is possible, then it represents a risk and should be public” - A. Campolo,
K. Crawford, Enchanted Determinism: Power without Responsibility in Artificial Intelligence, “En-
gaging Science, Technology, and Society” 2020, Vol. 6, p. 12. Cases related to facial recognition
are especially troublesome because they are notorious for the lack of certain interpretability
of how and why the results are generated. See L.D. Introna, D. Wood, Picturing Algorithmic
Surveillance: The Politics of Facial Recognition Systems, “Surveillance and Society” 2004, Vol. 2,
Nos. 2-3, pp. 177-198, especially pp. 183-184. Developers are struggling to this day to reduce
the black-box effect. For example, Wang and Kosinski also did not know exactly why their AI
system is able to detect sexual orientation, and this is also becoming the problem in analysis or
understanding “whether each action is performed in a responsible or ethical manner” - I. Ga-
briel, Artificial Intelligence, Values, and Alignment, “Minds and Machines” 2020, Vol. 30, No. 3,
p. 412, https://doi.org/10.1007/s11023-020-09539-2.
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“the machine is on; it runs its course.”* To differentiate from simple automated
systems,” it can be said that an autonomous system is “a system situated in an
environment that senses the environment and acts on it in pursuit of its own
agenda, in such a way that its actions can influence what it later senses.”* More-
over, the capabilities of “learning,” “adaption,” and “choice-making” are added
to such systems, with some authors emphasizing that it is about objects having
“unsupervised activity.”” But all these notions, which we would usually apply to
living beings - perception, learning, adaption, having an agenda, choice-making,
etc. — do not really transfer to machines. They are an artificial resemblance of
organic capabilities because they are neither equivalent to capabilities found in
living organisms nor the way in which they manifest can be found in living or-
ganisms. The unnecessary humanization of machines is maybe best seen in the
use of the notion of “own agenda” instead of “specified task defined by the ex-
ternal user.” So when encountered in the discourse, phrases signifying human
behaviour and capabilities should be thought of as technical terms derived from
the original notion applicable to living beings because of their orientational value
in the knowledge landscape. Likewise, “autonomous” could be understood as
higher-order automation because there is nothing in autonomous Al processes
that differs from the fundamental trait of being a system that is continuously car-
rying out specified tasks by itself until completed without deviation. For this rea-
son they can be only thought of as implicit subjects and their “morality” is only
functional at their best, “where the machines themselves have the capacity for
assessing and responding to moral challenges,”*® but they retain moral inacces-

2 H.M. Roff, Artificial Intelligence: Power to the People, “Ethics and International Affairs” 2019,
Vol. 33, No. 2, p. 128, https://doi.org/10.1017/S0892679419000121.

2 A class of auto-initialization lower than automation is automatization. “Automatic systems, such
as a toaster in the civilian world or, to use a military example, an explosive triggered by a tripwire,
respond mechanistically to environmental inputs. Automated systems, by contrast, operate based
on multiple pre-programmed logic steps” - M.C. Horowitz, Artificial Intelligence, International
Competition, and the Balance of Power, “Texas National Security Review” 2018, Vol. 1, No. 3, p. 40.

2 S. Franklin, History, Motivations, and Core Themes, in: The Cambridge Handbook of Artificial In-
telligence, eds. K. Frankish, W.M. Ramsey, Cambridge University Press, Cambridge 2014, p. 27.
Cf. H.M. Roff, Artificial Intelligence, op. cit., pp. 129-130.

# C. Allen, W. Wallach, Moral Machines: Contradiction in Terms or Abdication of Human Respon-
sibility?, in: Robot Ethics: The Ethical and Social Implications of Robotics, eds. P. Lin, K. Abney,
G.A. Bekey, The MIT Press, Cambridge, MA, 2012, p. 55. “Unsupervised” to, still, “execute tasks
on the designer’s behalf” - E. Alonso, Actions and Agents, in: The Cambridge Handbook of Artificial
Intelligence, eds. K. Frankish, W.M. Ramsey, Cambridge University Press, Cambridge 2014, p. 235.

% Tbid,, p. 57.
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sibility — they cannot know that their operations are “moral,” and what is or is not
a “moral challenge” is recognized by human beings, not autonomous Al systems.

“Ethical AT” is altogether a clumsy expression because it subsumes the multi-
tude of meanings hidden under the abbreviation “AI” and perpetuates the mod-
ern trend of the technical connectivity of moral subjectivity to non-living, non-
self-conscious objects via norms.”” “Ethically aligned AI”, as proposed by IEEE
Global Initiative,” is a better expression because it tells us that Al was aligned
by something to mediate conduct towards itself and others without itself be-
ing a moral subject. The expression “ethical AI”, although not to my scientific
liking, is, however, pragmatic and applied widely. It should first be understood
in the broadest sense as an Al system that, by its very existence, embodies pre-
ferred principles related to optimal moral behaviour in the human sense. Ethical
Al is thus an Al system whose construction and performance is subject to pre-
defined norms and values that are considered socially acceptable. However, what
is “socially acceptable” in its universality is challenged by the realism of cultural
relativism and personal preferences. “Ethical AI” as a term hides its structural
complexity essentially related to the ideological component by which the social
acceptability inherent to the term is limited.

In this paper, ideology is understood as “systematized ideas that, if followed in
a prescribed manner, will lead to a preferred social outcome.”" The preference of
social outcome may aim at its possible universality, but it may not. In an armed
conflict between two states, nations, ethnic groups, tribes, etc., social preferences
are clashed despite some of them being possibly compatible. The existence of dif-
ferent cultural set-ups that generate different social preferences, for example, the
acceptability of death penalty for apostasy, tells us that there are only two ways of
developing and applying ethically aligned Al, either with the aim of supporting

#  In philosophy this is usual for American and Dutch new waves of the philosophy of technology,

and Luciano Floridi’s circle of influence.

0 IEEE Global Initiative, Ethically Aligned Design: A Vision for Prioritizing Human Well-Being with
Autonomous and Intelligent Systems, 2019, URL: https://standards.ieee.org/wp-content/uploads/
import/documents/other/ead_v2.pdf.

' N. Chitty, S. Dias, Artificial Intelligence, Soft Power and Social Transformation, “Journal of Content,
Community and Communication” 2017, Vol. 6, No. 3, p. 1. Of course, there is a plethora of slightly
different perspectives and uses of the concept of ideology, and the use of a more prominent ap-
proach, such as that of Karl Mannheim, Karl Marx, Marxists, Karl Jaspers, Herbert Marcuse, Jiirgen
Habermas, David Bloor or Michel Foucault, would certainly be useful for the analysis. However,
Chitty and Dias’s formulation is very effective for the discourse on ethical Al, especially since of
those who refer to the concept of ideology at all in their work on A, the majority of authors who
have mentioned it use it without meaningful relevance to the general research on AL
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universally acceptable social preferences or otherwise. The latter is usually a sign of
ideology building the foundation for a particular action. What this paper proceeds
to show is that “ethically aligned Al albeit discussed as if it is a matter of universal
moral code, in practice embodies systematized ideas for a preferred non-universal
outcome that is presented as an ethically aligned product. “Ideological limits”
emanate from the core system of ideas embodied in the product or its application,
in that any “ethical alignment” - either as engineered or applied — becomes a set
of non-universal preferences that benefit some, but not all. In that sense, “ethical”
becomes a simple descriptive term for having a set of dispositional principles for
expected conduct, not a term referring to what is truly right or wrong, good or evil,
morally permissible or impermissible, that we may further find to be universal or
universalizable. The “ideological limit” thus denotes a boundary beyond which
“ethical” is just a preference construct for a restricted gain.

The following section categorizes the dimensions of “ethical AI” and discuss-
es the details of difference among them. The classification serves to show differ-
ent ways of how the supposed ethical alignment can be carried out and how it
relates to a difference between engineering practice, legal compliance, and social
acceptability, for the purpose of showing how various instances of the problem
of ideology come to the fore. These instances are then exemplified and discussed
in the third section.

2. Classifying the Ethical in Artificial Intelligence

2.1. Basic Distinctions

To successtully tunnel through the ethical Al systems problem network, the sim-

plest approach is to separate the presumed content into fundamental categories:
— ethical design of Al systems

ethical development of AT systems

ethical behaviour of Al systems

— non-autonomous

— autonomous
— self-aware non-autonomous
— self-aware autonomous

ethical use of AI systems.
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An Al system can be designed so that, for example, all information and ac-
tions related to the activity of the AI system are transparent and accessible/read-
able by anyone who has elementary information and digital literacy skills. This
does not mean that the high-value data was properly tested when it was devel-
oped, and if it was, it does not mean that it was obtained in a fair way or without
exploiting intellectual property loopholes. We can have an ethical AI compliant
with current legal systems that appears socially acceptable, but was developed
unethically. Even if the data was properly tested and obtained in a fair way, it
still does not mean that the AI system was trained or managed ethically. One
paradigmatic example is the functioning of OpenAl, a company that developed
a sensible, amusing and reasonably useful application, ChatGPT, by using cheap
labour,** switching from non-profit organization to profit company after achiev-
ing its developmental goal on the basis of donations,* and exploiting the uncon-
trolled data flow of the entire accessible Internet, including collective non-profit
common-good efforts such as Wikipedia, to build its database for “training” Al
for a service that then became privileged and now consumes 500 millilitres of
water per 5 to 50 queries and spends an energy equivalent of up to 33,000 house-
holds per day.** The product may appear socially acceptable, it may offer clean
and valuable data, but its developers may have exploited legal loopholes and weak
links in the social environment for the product to become possible and feasible.
The case is akin to enjoying an Apple smartphone that contains cobalt obtained
through child labour in Congo mines.

> B. Perrigo, OpenAlI Used Kenyan Workers on Less Than $2 per Hour to Make ChatGPT Less Toxic,
“Time;” 18.01.2023, URL: https://time.com/6247678/openai-chatgpt-kenya-workers/.

¥ C. Nduka, How OpenAlI Transitioned from a Nonprofit to a $29B For-Profit Company, Hacker-
noon, 28.03.2023, URL: https://hackernoon.com/how-openai-transitioned-from-a-nonprofit-
to-a-$29b-for-profit-company.

3 Water consumption estimates were pre-reported in C. Novo, The Water Cost of Artificial In-
telligence Technology, “SmartWaterMagazine,” 12.09.2023, URL: https://smartwatermagazine.
com/news/smart-water-magazine/water-cost-artificial-intelligence-technology. For a broader
survey on AT’s background water footprint, see the paper the report is based on: P. Li et al,,
Making AI Less “Thirsty”: Uncovering and Addressing the Secret Water Footprint of AI Models,
arXiv:2304.03271 [cs.LG], https://doi.org/10.48550/arXiv.2304.03271. Energy estimates were
a result of Sajjad Moazeni’s research; basic information can be found in S. McQuate, UW Re-
searcher Discusses Just How Much Energy ChatGPT Uses, University of Washington, 27.07.2023,
URL: https://www.washington.edu/news/2023/07/27/how-much-energy-does-chatgpt-use/.
For an unrelated study on the growing energy footprint of Al see A. de Vries, The Growing
Energy Footprint of Artificial Intelligence, “Joule” 2023, Vol. 7, No. 10, pp. 2191-2194, https://doi.
0rg/10.1016/j.joule.2023.09.004.
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Similarly, an AI system may be both designed and developed in accordance
with the expected conduct, that is, “ethically,” but depending on what the AT sys-
tem actually is, how well it is designed and developed, and how its use is regulated
and limited, its ethical design and development may be denied in practice. A non-
autonomous Al system, for instance, dialogic software such as ChatGPT, may
provide dangerously inaccurate information about, for example, human conflict
history or social status, regardless of the developer’s best possible intentions, and
could offer wrongful guidance in conduct to those who might ask for such a thing.*
An autonomous Al system, such as the one implemented in an armoured combat
vehicle, can be damaged, hacked or corrupted during war. The result can be an
environmental miscalculation resulting in underage civilian casualties through
action independent of human guidance. Al systems applied in predictive policing
have already showed disastrous results because they are biased, racial, suggest op-
pressive monitoring practices and hamper elementary human rights.* Self-aware
autonomous Al systems, which are currently only speculated about, have the same
potential range of possible ethical misconduct as humans.

Ultimately, if an Al system were designed and developed in complete compli-
ance with expected ethics and “behaved” accordingly, it could still be misused
and exploited for unethical purposes. Unethical use must not be conflated with
ethical Al but the distinction still has to be made. For example, an Al system
can be developed to simply track, record and analyze the movements of life sys-
tems. Such a system could be used to track animal populations in an ecosystem
to help preserve biodiversity. But it can also be used to track undesirables, as in
the two high-profile African cases where the Chinese company Huawei assisted
the Ugandan and Zambian governments in tracking political opponents by sell-

» For example, in March 2023, the Belgian daily newspaper La Libre reported that a man had
allegedly committed suicide after continuously exchanging information with an AI chatbot on
an app called Chai. The man had previously been “increasingly pessimistic about the effects of
global warming” and had isolated himself from family and friends in the pursuit of understand-
ing the problem through the use of the dialogical AI system. See C. Xiang, “He Would Still Be
Here”: Man Dies by Suicide after Talking with AI Chatbot, Widow Says, Vice, 30.03.2023, URL:
https://www.vice.com/en/article/pkadgm/man-dies-by-suicide-after-talking-with-ai-chatbot-
widow-says.

% For an overview, see Fair Trials, Automating Injustice: The Use of Artificial Intelligence and Au-
tomated Decision-Making Systems in Criminal Justice in Europe, 9.09.2021, URL: https://www.
fairtrials.org/articles/publications/automating-injustice/.
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ing them Al-based equipment.” Here, too, is where ideological limits to ethical
AT can be considered. From the perspective of EU citizens these practices may
be considered socially unacceptable and legally questionable. Yet they did be-
come a social reality for Uganda and Zambia, with whom we are connected at
least through accepting Huawei products in our local stores and buying them for
our business and amusement, and the legal system in Uganda and Zambia can
support that kind of technological use. From the perspective of the upholder of
the current state of affairs, neither the Al systems are unethical nor their use is
unethical because fighting against the government is viewed as unethical. In ad-
dition, in the case of self-aware AI systems, even if everything to do with design,
development, behaviour and use is ethically formidable, the instrumentalization
of a self-aware entity is at least morally questionable, especially if such a system
begins to pursue on its own an end that deviates from the intended means.

2.2. The Forness of Artificial Intelligence Systems

The stratification of ethical phenomena related to AI systems stems from the na-
ture of Al systems as made things. Firstly, Al, narrowly understood as a study
field of computer science and engineering,’® broadly being a “wide range of tech-
nologies or an abstract large-scale phenomenon,™ is essentially an imitative
solution*” that becomes implemented into machine systems performing actions

¥ J. Parkinson, N. Bariyo, J. Chin, Huawei Technicians Helped African Governments Spy on Political
Opponents, “Wall Street Journal,” 15.08.2019, URL: https://www.wsj.com/articles/huawei-tech-
nicians-helped-african-governments-spy-on-political-opponents-11565793017#comments_
sector. Uganda and Zambia belong to the top third of most corrupt countries in the world, as
established by Corruption Perceptions Index.

¥ S, Franklin, History, Motivations, and Core Themes, op. cit., p. 15; S.M. Liao, A Short Introduc-
tion to the Ethics of Artificial Intelligence, in: Ethics of Artificial Intelligence, ed. S.M. Liao, Oxford
University Press, Oxford 2020, p. 3. A variant definition to AI as discipline was given by Iason
Gabriel as “the design of artificial agents that perceive their environment and make decisions to
maximise the chances of achieving a goal” - I. Gabriel, Artificial Intelligence, Values, and Align-
ment, op. cit., p. 412.

¥ T. Hagendorft, The Ethics of AI Ethics, op. cit., p. 111.

0 Authors discussing this variously refer to mimicry, imitation, and simulation. These are not
entirely precise terms, but they are applicable to different contexts. Mimicry can certainly be
applied to end products that have been biomorphized to be more accessible and user-friendly,
or to actions that exhibit behaviour derived from the function of mimicry. Al systems certainly
simulate in the broader sense of the word (originally, simulation referred to the creation of
running models for the purpose of predicting its outcomes or representing it), but nevertheless
they are based not only on trying to duplicate behaviour and outcomes, but also on duplicating
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that use the distinct computation method resembling thought-processing, and
appears as a material (physical/digital) entity performing tasks translated into
understandable output through the computer interface and hardware shell.*' It
is a process that “exploits” a “realisation that nature, or human nature, works
a certain way,*? constructed into material systems that combine multiple natu-
ral “effects” into a “chain of effects™ to our expected working advantage. Be-
cause Al was invented, designed, developed, and deployed by human beings, it
should be understood as a product - a non-living produce of human beings. Be-
ing a software in a hardware shell, as products Al systems have all the character-
istics of constructed artefacts — “object made by a human being that is not natu-
rally present but occurs as a result of the preparative or investigative procedure
by human beings.”** For such an object to be, matter is “transformed such that
the resulting physical construction has certain capacities or shows a particular
kind of behaviour,” attaining the status of objects that have a specific “practical
‘for-ness, ¢
plicates the fundamental aspect of artefacts as human-made conveyants. Being
“for something” means that there is an interactor that will activate properties
of conveyance in a specific artefact and cause an effect manifesting within the
artefact and to its environment. For that reason, scholars in the second half of

which is generated by human activity. The element of forness ex-

certain internal processes or abilities of living beings, which would also make them emulative
systems. However, all three concepts serve the purpose of imitation for a specific purpose. The
aspect of imitation is important for understanding Al in relation to the general forms of ma-
chine learning today. Although most AI systems today use machine learning, imitation can also
be achieved through other means, such as programmed execution rules masquerading as intel-
ligent behaviour, as was the case with so-called expert systems in the 1980s. Machine learning by
itself is “creation of software-based algorithms that build a mathematical model based on data,
that can make decisions, predictions or perform tasks without being specifically programmed
to do these tasks,” usually attributed to AI (H. Seaton, The Construction Technology Handbook,
John Wiley & Sons, Hoboken 2021, p. 102). This means that AI is an abstract idea, currently
based only on machine learning, but it need not be so. It can be seen as a deployable capability
to imitate for a specific purpose. The more complex the solution (expert system vs humanoid
robot for elderly care), the clearer the attribute of imitation.

1 We should not rule out the possibility that AI systems in the future will not be computer based,
which will certainly further blur the line between artificial and natural agency.

2 H. Seaton, The Construction Technology Handbook, op. cit., pp. 2-3.

# Ibid., p. 4.

* PE. Ekmekci, B. Arda, Artificial Intelligence and Bioethics, Springer Nature Switzerland, Cham
2020, p. 17.

* P.Kroes, Technical Artefacts: Creations of Mind and Matter, Springer, Dordrecht 2012, p. 3.

4 Ibid., p. 4.
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the 20th century slowly began to conceptualize human products - technical ar-
tefacts foremostly — as mediators.

When a technological artefact is used, it facilitates people’s involvement with
reality, and in doing so it coshapes how humans can be present in their world
and their world for them. In this sense, things-in-use can be understood as
mediators of human-world relationships. Technological artefacts are not neu-
tral intermediaries but actively coshape people’s being in the world: their per-
ceptions and actions, experience and existence.”

As such, they may “ascribe new value to human beings, nonhuman things,
and even to ‘non-things’ like future people and animals.™® An Al system must
be understood as a mediating technical product so that we can observe how its
manifestation passes through phases of operational dimensions and comes into
contact with the human lifeworld in which people articulate their preferred en-
vironment, for example, warfare and the promotion of political exceptionalism
versus peace mediation and cosmopolitanism. This mediation of value grants
them “normative power”; they are “examples of how code is law as well as how
code creates law, or rather produces norms,” which can be demonstrated by
any number of applications, from the norm the AI imposes in filtering out dis-
cussions on social networks, through influence in medical or legal analysis and
choice-making, to the selection of feasible workers, mortgages, or the creation
of “new rules of interaction between economic agents” to “create a new form of

47 P.-P. Verbeek, Moralizing Technology: Understanding and Designing the Morality of Things, The
University of Chicago Press, Chicago 2011, pp. 7-8.

8 L. Magnani, Morality in a Technological World: Knowledge as Duty, Cambridge University Press,
Cambridge 2007, p. 13. Magnani gives an example: “Think for a moment of cities with extensive,
technologically advanced library systems in which books are safely housed and carefully main-
tained. In these same cities, however, are thousands of homeless human beings with neither
shelter nor basic health care. Thinking about how we value the contents of our libraries can help
us to reexamine how we treat the inhabitants of our cities, and in this way, the simple book can
serve as a moral mediator”

¥ G. de Gregorio, The Normative Power of Artificial Intelligence, “Indiana Journal of Global Legal
Studies” 2023, Vol. 55, p. 3, URL: https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4436287.
Cf. L.A. DiMatteo, Artificial Intelligence: The Promise, op. cit., p. 11: “Lawrence Lessig has argued
that coders and software programmers, by making a choice about the working and structure of
IT networks and the applications that run on them, create the rules under which the systems are
governed. The coders therefore act as quasi-legislators. In other words, ‘code is law’ is a form of
private sector regulation whereby technology is used to enforce the governing rules”
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social order.” The ability to detect patterns or specifics unavailable to human be-
ings carries the capacity for formulating norms because the computational result
widens the perspective on reality. When viewed in the light of the Artificial Intel-
ligence Act, Al systems are basically used as enhancers to the preferred norms
and generators of new incentives. This phenomenon will become even more evi-
dent when (if) there will be an artificial general intelligence, as the object will be-
gin to constitute norms for itself. Moreover, as products in the commercial sense
and as tools of commercialization, Al systems acquire an additional dimension
of use and mediation that must be taken into account, especially since AI became
a symbol of the ongoing Fourth Industrial Revolution as the first such revolution
originating from the private sector.”® The market is the only playing field of the
private sector, and “the profit motive ultimately drives markets.”*

For example, a non-autonomous, non-self-aware Al system can be designed,
developed and used in medicine in a completely ethical way to reduce tremor in
Parkinson’s disease patients, but what is the cost of restoring the person’s quality
of life? Is such conditioned use of AI ethical? Furthermore, an Al system may
be entirely ethically designed and developed and used to monitor geographic
movements for positive purposes, but a company may decide to capitalize on its
product by selling it to parties who use it with the intention of harming people,
regardless of the terms of trade. Furthermore, consider the imbalance between
government and the population: data-collection technologies and Al systems
used in the public sector, especially in government institutions, increase knowl-
edge about the population and the ability to exercise power over the population,
while the population knows less and less about the government’s activities and is
not granted any privileges to make its plans and activities a matter exempt from
the law and kept secret from the public (for example, military operations, inter-
national negotiations, surveillance of public space, etc.). Benjamin Baez, follow-
ing Grigori Perelman, puts it aptly:

0 A. Melkevik, The Internal Morality of Markets and Artificial Intelligence, “Al and Ethics” 2023,
Vol. 3, No. 1, p. 115, https://doi.org/10.1007/s43681-022-00151-x.

1 To the point where China has decided to change its usual state politics, and support non-state,
private companies in developing Al See W.A. Carter, W.D. Crumpler, Smart Money on Chinese
Advances in AI: A Report of the CSIS Technology Policy Program, Center for Strategic and Inter-
national Studies, Washington 2019, p. 5.

2 N. de Marcellis-Warin et al., Artificial Intelligence and Consumer Manipulations, op. cit., p. 261.
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[Allong with nation-states, large corporations enjoy great control over in-
formation “resources” (which include actual workers in the information
economy, such as systems analysts, academics, etc.), and combined with the
fact that these large corporations own formerly public resources because of
privatization, and that media is increasingly becoming concentrated in these
corporations, we certainly can say without qualification that the increasing
centralization and monopolization of information is not overstating matters.
What this means, as Perelman points out, is that in addition to withholding
information from the public, the owners can also manipulate and censor in-
formation, distorting the public’s understanding of situations, and making it
more difficult for people to challenge what is happening to them (Perelman,
1998, p. 78).5°

From AI being viewed as a mediating technical product, we can derive its
nature, on the one hand, as a weapon, and on the other, as an artificial agent.>*

Being a mediating technical product, an Al system is always a product for
something, a tool. When used for offence or defence, it must be considered
a weapon, not so much because of the possibility of incorporating it into other
weapons, but rather because the wide range of AI systems can be weaponized.
Weaponization of Al systems should not be understood narrowly in the sense
that an Al system designed as a mere tool is converted exclusively into a weapon.
Al systems can serve as a weapon and be a tool at the same time. For example,
police personnel using Al surveillance systems may target or monitor specific
groups to gain personal benefit, although the use is certainly monitored and re-
stricted to some degree. In the context in which a tool is used offensively against
a living being, it behaves like a weapon, whether or not this was intended and
whether or not there is a direct physical interaction typical of classical weapons,
since the end goal is to endanger life.

The higher order of AI system utilization is the deployment of artificial agents
because, in addition to computing advantages that imitate reasoning, an Al sys-

3 B. Baez, Technologies of Government: Politics and Power in the “Information Age”, Information
Age Publishing, Charlotte 2014.

>t Authors would usually use words such as actor, agent, subject, operator, etc. All these words
imply a natural, self-conscious action with the capacity to perform an intended action. Nothing
of the kind can be attributed to artificial beings. However, the word agent can also be used for
things, but given the possible misunderstanding that arises from calling an Al system an agent,
it might make sense to call it an artificial agent.
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tem imitates the capabilities of living beings that we can use only when we change
modality from having an inherent end to being-for-something. An Al system does
so by having a certain degree of unpredictable outputting by which it repositions
itself and its actions in the framework in which it interacts with the lifeworld, as
if it were a living entity. Slavery, cannibalism, animal service, and animal indus-
try are some of the extreme variants of denying inherent ends to living beings,
and this will always result in exploiting the organism’s capacity for forness (the
possibility to do this comes from the mutual ontological characteristic of living
and non-living things that they exist as things). With technological solutions in
the form of artificial agents (AI programmes, robots, unmanned vehicles, etc.),
the specific capabilities are utilizable without ever risking to treat beings with
inherent ends wrongly; however, AI systems as artificial agents instead of mere
tools (weapons) expand their ethical relevance by having the particular “free-
dom” to affect the constitution of the lifeworld and because imitation alters how
the life-like object affects human beings.” Michael C. Horowitz warns, and he
is right to do so, that “Al seems much more akin to the internal combustion
engine or electricity than a weapon. It is an enabler, a general-purpose technol-
ogy with a multitude of applications,” but it is precisely the level at which it can
be utilized as a weapon with the capacity for imitating the agency of living be-
ings that makes it suddenly important to constrain it. Why and how it is being
constrained, however, is what defines the limits to the ethical and thus provokes
a question concerning the ideological dimension of what has been declared “ethi-
cal,” thus seemingly universal.

The following section finalizes and exemplifies the argument that there are re-
alistic limits to having a truly ethical Al and that these limits are fundamentally
of ideological nature that may not be trumped by the current collective efforts.

»  Humans can develop non-fictional emotions towards things, and our tendency to personify is
heightened in encounters with artificial agents, especially given the tendency of developers to
anthropomorphize or biomorphize their form or behaviour. See J. Blatter, E. Weber-Guskar,
Fictional Emotions and Emotional Reactions to Social Robots as Depictions of Social Agents, “Be-
havioral and Brain Sciences” 2023, Vol. 46, €24, https://doi.org/10.1017/S0140525X22001716;
M. Scheutz, The Inherent Dangers of Unidirectional Emotional Bonds between Humans and Social
Robots, in: Robot Ethics: The Ethical and Social Implications of Robotics, eds. P. Lin, K. Abney,
G.A. Bekey, The MIT Press, Cambridge, MA, 2012, pp. 211-214.

¢ M.C. Horowitz, Artificial Intelligence, op. cit., p. 39.
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3. Ideological Limits to Ethical Artificial Intelligence

Regardless of the agency level of an Al system, forness is the attribute through
which the realization of ethical AI outlines its limits. For the phenomenon of
forness to manifest, an intervention in existing matter by a creator or repurpuser
is required to physically or symbolically construct the object and “attach” an in-
tention to it. It is an act, and as an act it is historically contextual: it has a cause,
areason and a purpose associated with its action in an existing cultural environ-
ment, and thus creates a direction that defines what the subjected thing will be
used for in the lifeworld it will affect. Like any other technological invention, “AI
development does not take place in a vacuum. The development and adoption of
technology is always highly social and cultural, embedded within a rich network
of human and non-human actors,”” and so forness is what can be monitored to
reveal cultural forces that push technological solutions into motion. It is impos-
sible not to have these elements playing a role because technical solutions do not
happen outside of cultural networks. Any such network is a structural coupling
of communicational systems® that achieve the overarching identity. Its internal
consistency reveals ideology, systematized ideas that, if followed in a prescribed
manner, will lead to a preferred social outcome. Through its applied forness,
a technological solution can, therefore, mediate the system’s congruency of be-
haviour to reaffirm or advance the particular social habitus.

Here, a discursive difference has to be established between ideology as present
in the ethical set-up of AL, the “ethical AI”, and the ideology of AL The ideology of
Al presupposes a systematized idea that AI systems will make the world a better
place, will solve all our problems, will correct all our mistakes, will make us work
less, will fulfil all our desires even before we feel them, etc.”® This advertisement
strategy, endorsed by the leading national, supranational and corporate entities,
essentially depicts an image of human beings as irreparably erroneous entities
that cannot be trusted and should be supplemented or replaced wherever possible
to increase work efficiency. Bruce J. Berman put it aptly already in the 1990s, at

L. Munn, The Uselessness of AI Ethics, op. cit., p. 870.

% AT. Polcumpally, Artificial Intelligence and Global Power Structure: Understanding through
Luhmann’s Systems Theory, “Al & Society” 2022, Vol. 37, No. 4, pp. 1492-1493, https://doi.
0rg/10.1007/s00146-021-012198.

*¥  For an overview of ideological narratives, see L. Sias, The Ideology of A, “Philosophy Today”
2021, Vol. 63, No. 3, pp. 505-522, https://doi.org/10.5840/philtoday2021514405.
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a time when AT systems were a matter of science-fiction stories to the majority of
the human population:

The tendency of the Al information processing model of mind to denigrate
human intellectual abilities results in what Roszak terms a “technological
idolatry” that reifies the computer metaphor, generating “a haunting sense
of human inadequacy and existential failure” and propagating a deference to
computers “which human beings have never assumed with respect to any oth-
er technology of the past” (Roszak, 1986: 44-45). This reveals the ideological
importance of Al in both legitimating and restructuring of capitalist society
and generating a technological imperative requiring the installation and sub-
ordination of human labour to “intelligent” computers.*

Berman cited a number of influential sources showing how the possible busi-
ness advantages of Al systems are related to the capitalist worldview. His findings
are in agreement with a recent examination by Mikko Vesa and Janne Tienari,
who demonstrate AI’s elementary appeal to the “elites™

Imagine the promise of intelligent agent programs: they never miss a detail,
they never forget, and they are constantly vigilant. Nor do they (supposedly)
engage in petty games nor discriminate. They appear superior in their ratio-
nality and efficiency. They do not have “agency” in any classical sense and, as
a consequence, no agent-principal problems. These programs do what they
are told. Only they do so a bit better every time and they transcend human
capabilities in processing information many times over. Promises of superior
performance or competitive advantage derived from such technologies tend
to be an easy sell for decision-makers. As such, intelligent agent programs and
algorithms become objects of desire in complex ways for the power elite in so-
ciety. The way AT delivers competitive advantages allows for a reconfiguration
of power relations. Beneath it all lies the radical promise of organizing and
organizations free of human concerns and shortcomings. In effect, this cre-
ates the premise to view intelligent agent programs as perfect rational agents.
However, this is largely an experiential state associated with the mastery of
such code by those who control them. This promise of rationality easily posi-
tions any critique as romantic, old-fashioned, and irrational.!

€ B.J. Berman, Artificial Intelligence and the Ideology of Capitalist Reconstruction, “Al & Society”
1992, Vol. 6, p. 111, https://doi.org/10.1007/BF02472776.

' M. Vesa, ]. Tienari, Artificial Intelligence and Rationalized Unaccountability: Ideology of the
Elites?, “Organization” 2022, Vol. 29, No. 6, p. 1136, https://doi.org/10.1177/1350508420963872.
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Vesa and Tientari propose that “artificial intelligence functions as an ideology
as it manufactures normative idea(l)s of social reality and turns these into self-
evident features of discourse (Fairclough, 1989) through which we are (not) able
to make sense of the world,”? and they attempt to explain how the approach to Al
contributes to the problem of proper accountability in contemporary technology-
saturated global society. The process of pushing the global civilization into an
“ideological state in which power and control are exerted algorithmically” can be
understood as a natural continuity of 20th-century processes initiated and orga-
nized by then-growing technocrats.®’ To give an example that helps us see beyond
the danger of falling into conspiracy theories, a charter written and published by
OpenAL states the following:

OpenAT’s mission is to ensure that artificial general intelligence (AGI) - by
which we mean highly autonomous systems that outperform humans at most
economically valuable work - benefits all of humanity.**

The phrase “highly autonomous systems that outperform humans at most
economically valuable work” inherently implies AI's purpose, which, in turn,
suggests the systematic restructuring of civilization in the context of wealth dis-
tribution. Recall that Microsoft invested $13 billion in the project behind this
statement. Given the current influence of OpenAl, their mission statement con-
firms the sense of ideology that has been growing since the inception of tech-
nocrats. However, given the dangers of a biased and superficial approach to any
examination of the clash of classes, this requires a separate analysis, and thus the
outlined grand narrative is not explored further in this research. The focus is on
how ideology finds its way within the ethical set-up of Al systems.

That being said, the Artificial Intelligence Act can be seen as a paradigmatic
example of the systematized proscription of ideas anchored into a single phe-
nomenon around which the phenomenon itself wants to confirm its culture. The
adopted text (amend. 15, p. 9) clearly states that “development and use of ethi-
cally embedded artificial intelligence” will have to “respect Union values and the
Charter.” It is here that the basic ideological limit begins to show contours, be-
cause what is “ethical” is equated with “Union values.” This kind of formulation
demonstrates the approach to ethics as being a preferred set of norms, altogether

2 Ibid., p. 1140.

¢ These processes were explained well by Maurice Duverger in 1972. See M. Duverger, Janus. Les
deux faces de 'Occident, Fayard, Paris 1972, esp. pp. 135-247.

¢ OpenAl, OpenAlI Charter, 9.04.2018, URL: https://openai.com/charter.
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rendering the “ethical” arbitrary. It defeats the idea of a universal ethos practi-
cally - regardless of how much EU may claim that its values have a universal
reach - and transforms the original concept of ethical as universal for every hu-
man being into a technical term. It also denies value pluralism as the foundation
for a constructive integration of conflicting cultures, given that the same “ethical
AT” in China, United States, Russia, India, Saudi Arabia, Alphabet Inc., Microsoft
or the OECD will have different elements bound to the central concept. Without
finding a way to overcome all sets of norms with a universal proposal, “ethical
AT” may only be culturally interiorized and always completely prone to change,
while the international scene of Al systems interaction will provoke cultural con-
flict and encourage ethics washing.*

Two sources can help us understand that it is not about ethical norms but
about political and economic survival: national strategies and the EU social re-
structuring plan. Not a single national strategy of the relevant powers outside
the EU, such as the United States and China, emphasizes anything other than
benefits for their national gain, which from the perspective of ethics can certainly
be understood as a form of ethical egoism, but in the end the harm to others is
expected for the benefit of the self-oriented entity. The EU, on the other hand, is
already perceived by both the EU and other political forces as an entity losing
influence in the world and taking a beating in the Fourth Industrial Revolution,
feeling threatened by China in particular.®® In a special report of the Joint Re-
search Centre on the “European perspective” on Al it is emphasized that Al can
“stimulate productivity and prosperity and lead to active work until a later age,””
that data is the “lifeline of Europe,” and that “opening access to data and build-
ing interactions among participants is key to succeeding,”® presumably in the
successful implementation of Al across the supranational entity for the stability
of influence. In the light of this commentary, it is important to highlight an EU

& Cf. 1. Gabriel, Artificial Intelligence, op. cit., p. 426.

% Cf. HAL Artificial Intelligence Index Report 2023, Stanford University - Human-Centered Arti-
ficial Intelligence, Stanford 2023, URL: https://aiindex.stanford.edu/report/; B. Fricke Artificial
Intelligence, 5G and the Future Balance of Power, “Konrad-Adenauer-Stiftung” 2020, No. 379, p.
6; A.T. Polcumpally, Artificial Intelligence, op. cit., p. 1498; Joint Research Centre, China: Chal-
lenges and Prospects from and Industrial and Innovation Powerhouse, Publications Office of the
European Union, Luxemburg 2019, especially pp. 10-11, 20, 22, 31, 43-45.

¢ Joint Research Centre, Artificial Intelligence: A European Perspective, Publications Office of the
European Union, Luxemburg 2018, p. 56.

s Tbid., p. 103.
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report on the future of work, which states that “the acquisition of knowledge only
through formal education will not be enough to thrive in the constantly chang-
ing world, which calls for the implementation of a lifelong-learning approach,”
requires “the constant re- and upskilling of workers,”

non-cognitive skills” because it “is becoming increasingly important for indi-
))70

and a focus on “nurturing

viduals’ success in the labour market.

The concept of “ethical AI” can mask the real normative for which the foun-
dation is being developed. In the case of the Artificial Intelligence Act, the aim
is gaining advantage on the global “playing field” but there is also need for risk-
mitigation mechanisms for its population and reputation, and ways to overcome
European national differences, as “the application of Al is often hampered by
very restricted privacy laws, which make big data difficult to access.””" Thus, it
seems that the EU’s behaviour confirms Hannah Arendt’s claim that the social
realm “is the form in which the fact of mutual dependence for the sake of life and
nothing else assumes public significance.””? For the EU’s survival plan on AI to
make sense, it needs to develop a fully accessible, free-flowing network of data
collection equal to the networks of the United States, China, India, Russia, Ja-
pan, Australia, and other competing singularized entities, which entails not only
heightened intrusion and exchange of population data but also control of the fu-
ture production of data, as envisioned by the reports. The fundamental problem is
that the recent progress of Al systems is due to data collected by “privacy-invasive
social media applications, smartphone apps, as well as Internet of Things devices
with its countless sensors.””* Enforced regulations that supposedly regulate such
data collection processes basically make no difference in practice, except to the
creator of an ideological framework. These are the long-standing ethical prob-
lems of the post-privacy society, including the social and environmental costs
of systematic reform, which are equally ignored and obscured by the concept of
trustworthy AL

% Joint Research Centre, The Changing Nature of Work and Skills in the Digital Age, Publications
Office of the European Union, Luxemburg 2019, p. 28.

7 Ibid., p. 40.

71 B. Fricke, Artificial Intelligence, op. cit., p. 5.

72 H. Arendt, The Human Condition, The Chicago University Press, Chicago 1998, p. 46.

7* T. Hagendorft, The Ethics of AI Ethics, op. cit., p. 110.

7 Cf. ibid., pp. 105, 110.
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In the service of the ideological system, any “ethical AI” is further diminished
by the global military rivalry in which it is already assumed that “AT will give
those who are well-prepared an upper hand” because “the data will enable one
to ‘know one’s enemy as well as one knows oneself’ and gain the competitive
advantage.”” The situation is so obvious that international relations and warfare
experts openly discuss viable possibilities:

Wealthy, advanced economies that have high levels of capital but also have light
labor costs or small populations — middle powers such as Australia, Canada,
and many European countries - often face challenges in military recruiting.
For these countries, technologies that allow them to substitute capital for labor
are highly attractive. [...] countries can take advantage of the intersection of Al
and robotics to overcome the problems caused by a small population.”™

This creates another layer of invisible ethical problems piling up behind the idea
of “ethical AI,” in the sense that the broader framework of warfare remains ethically
acceptable and only within this framework will questions about ethical behaviour
arise. As Elke Schwarz observes, the “underlying question shifts from whether it
is ethical to kill, to whether machines would do the killing better than humans.
[...] the ethical task at hand is to kill better and more humanely.””” Data collec-
tion falls into the same category, as Al systems will be used to exploit the gathered
information against the human source. In addition, Hagendorff emphasized that
“one risk of this rhetoric is that ‘impediments’ in the form of ethical considerations
will be eliminated completely from research, development and implementation. Al
research is not framed as a cooperative global project [regardless of the emphasis
in strategies on global cooperation], but as a fierce competition.””®

Moreover, due to the limited impact of arbitrary ethical standards, those sys-
tems that insist on thorough and strict adherence to complex rules, such as the
EU, may lose out in the race to win because of the rules they establish, raising the
question of the moral defensibility of setting up Al systems in rigorously ethical
ways. From the perspective of the population shaped by the Fourth Industrial
Revolution, in the logic of racing the “ethical AI” might appear “unethical.” This

7> B. Fricke, Artificial Intelligence, op. cit., p. 5.

76 M.C. Horowitz, Artificial Intelligence, op. cit., p. 46.

77 E. Schwarz, Death Machines: The Ethics of Violent Technologies, Manchester University Press,
Manchester 2019, p. 165.

78 T. Hagendorft, The Ethics of AI Ethics, op. cit., p. 107.
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question is underpinned by another concept with which political and corporate
entities try to profit from the development of Al and limit its ethics: “hampering”
of progress. For example:

the right to explanation in the GDPR will come at cost in the efficiency or
efficacy of the Al systems in question: optimisation and efficiency will be par-
tially sacrificed for increases in transparency and accountability. While this
is unproblematic in itself, as critics of regulation like to point out, such initia-
tives decrease the competitiveness of such systems on the global market, thus
diminishing their likely overall representation and impact at the global level.”

This issue is linked to another problem on the level of the ethically aligned
design of AI - the fact that the ethical properties which we would like Als to have,
such as transparency and explainability, may, on the one hand, prevent the devel-
opment of highly efficient AT systems that find correlations “in data too huge for
human to assess,”®” and, on the other, lessen the possibility of non-human “intel-
ligent” behaviour leading to new discoveries.

The general framework of ideological limits applies to all the listed categories
of ethical Al but already at the level of design and implementation experts are
familiar with the so-called inclusive design paradox, where “positively improv-
ing a system to include as many values as possible might negatively influence the
overall application,”' creating too many competing principles for the Al system
to resolve it appropriately for everyone. Joris Krijger called this the effect of inter-
principle tension, “the challenge of implementing multiple values and principles
in one design,” to which he added intra-principle tension, “the challenge of trans-
lating a single normative principle (in)to a specific technological design.” His
division can be updated with the notion of extra-principle tension, which can
be understood as the challenge of resolving competing norms between what is
included in the AT system and what has been excluded. An AI system which by
necessity has to adhere to particular values will enforce the subjugation to these
values in every situation in which it finds itself. Little is known about what hap-

7 H.-Y. Liu, The Power Structure of Artificial Intelligence, “Law, Innovation and Technology” 2018,
Vol. 10, No. 2, p. 206, https://doi.org/10.1080/17579961.2018.1527480.

8 H.M. Roff, Artificial Intelligence, op. cit., p. 137.

8. Krijger, Enter the Metrics: Critical Theory and Organizational Operationalization of Al Ethics,
“AI & Society” 2022, Vol. 37, No. 4, p. 1432, https://doi.org/10.1007/s00146-021-01256-3.

8 Ibid.
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pens when ethical AI encounters different types of norms, and yet no thorough
research has been conducted by policy makers working on strategies and regula-
tion, while scholars have only began to explore in more depth how communica-
tion between Al systems in a saturated environment should be processed.

Of the major problems related to the ideological elements of “ethical AI” last
but not least is the demographic structure of those involved in the development
and discussion on Al, dominated by the white male population with some com-
mon characteristics related to the underlying cultural and, possibly, biological
traits. The tech-culture toxicity goes beyond science and business solutions,* as
AT systems are heavily present in the video-gaming industry in which the past
ten years were abundant with sexual, racial, and exploitation scandals, as well
as labour abuse, usually in the working environment of leading giants such as
Activision Blizzard, CD Project Red, and Electronic Arts. It is a “culture known
for the hypermasculine coder or ‘brogrammer,” where “60% of women reported
unwanted sexual advances.” Recently, a class action lawsuit that “has accused
a widely celebrated tech company of fostering racist conditions for years, includ-
ing daily subjection to racial slurs, being assigned menial jobs in a segregated
area of the factory, and being passed over in promotions for management.”® This
is the same social circle that systematically ignores the application of ethical prin-
ciples, as pointed out in section 1. Male-normative values are most evident in the
domain of ethical design and ethical development of Al, particularly in the male
approach to understanding Al and solving problems. Classical empirical studies
show that “women do not, as men typically do, address moral problems primar-
ily through a ‘calculating,” ‘rational,’ ‘logic-oriented’ ethics of justice, but rather
interpret them within a wider framework of an ‘empathic’, ‘emotion-oriented’
ethics of care.” However:

In Al ethics, technical artefacts are primarily seen as isolated entities that can
be optimised by experts so as to find technical solutions for technical prob-
lems. What is often lacking is a consideration of the wider context and the
comprehensive relationship networks in which technical systems are embed-

8 For an abundance of examples and the history of this approach, see S. Watcher-Boettcher, Tech-
nically Wrong: Sexist Apps, Biased Algorithms, and Other Threats of Toxic Tech, W.W. Norton
& Company, New York 2017.

8 L. Munn, The Uselessness of Al Ethics, op. cit., p. 871.

8 TIbid.

8 T. Hagendorft, The Ethics of AI Ethics, op. cit., p. 103.
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ded. In accordance with that, it turns out that precisely the reports of Al Now
(Crawford et al. 2016, 2019; Whittaker et al. 2018; Campolo et al. 2017), an
organization primarily led by women, do not conceive Al applications in iso-
lation, but within a larger network of social and ecological dependencies and
relationships (Crawford and Joler 2018), corresponding most closely with the
ideas and tenets of an ethics of care (Held 2013).%”

In order to understand the extent to which the systems actually contribute to
improving the quality of life of the population, we need to pay attention to who
exactly is developing the framework for the use of Al, what characteristics and
problems a particular user group has, what kind of approach they have to their
discoveries or inventions, and whether they published anything that may clearly
explain their motives. For example, in the context of social instability in the United
States in relation to policing and minority populations, Al prediction or identity
recognition systems simply cannot be deployed as isolated technical support akin
to patrol vehicles, security cameras or emergency call networks, unless there is
a specific agenda to embolden the ongoing stratification, because they are based on
data reflecting past social practices riddled with racial behaviour and corruption.

If we look at AI systems as conveying technological nodes within a social
system, then we can identify the kinds of cultural contexts that are attached to
them and the proscriptions they mediate, that is, the system of ideas they in-
directly represent or endorse. We then come to understand how they can be-
have as springboards for aims beyond their internal ethical set-up. Following the
differentiation given at the beginning of sections 2 and 3, it can be concluded
that ideological elements that affect ethical set-ups in Al systems and thus, by
generating ideological bias in realistic deployment, limit what the “ethical” can
achieve, manifest at three levels:

— social framework, endorsing Al systems development and application,
which can be studied to identify the broadest forces and the most impor-
tant actors within each social subnetwork endorsing Al systems to deter-
mine why they are being forced upon the citizens and what general claims
and arguments for these claims are attached to the agenda;

— engineering framework, which can be studied to identify what cultural va-
lues were endorsed or implemented under the presented set of principles, as
is the case with the EU, which wants Al systems to embody “Union values”

8 Ibid., pp. 103-104.

37



Luka Perusi¢

specifically, or OpenAl, which exploited legal loopholes and economic in-
stability;

— use of Al systems, which does not constrain ethical AI internally but ex-
ternally, and can thus be studied in comparison to what the AI system
was designed for, to grasp the exploitation, corruption or deviation of its
ethical set-up, which is oblivious to social context, such as the deployment
of Al systems in warfare, policing, and legal disputes.

Any formulation of ethical guidelines implies communication with ideologi-
cal frameworks. However, many participants in the field of Al overlook the pres-
ence of ideological elements during the development, deployment and use of Al
systems, and the fact that ethical AI is ethical only insofar as what stands for
“ethical” is either universally acceptable or does not attempt to push an agenda.
The situation with AI development is quite the opposite — it has become entangled
with the ideological framework stemming from political and economic interests,
and the practices surrounding the concept of ethical Al already show that the
concept can serve as a tool of manipulation. The infusion of ideological elements
into ethical regulations, which will eventually align with legal systems and gain
social acceptance, needs to be examined in more depth.

4. Conclusion

There may be ways to perfect the design, development and behaviour of AI sys-
tems that support humanity in its evolution of the humane and resemble accept-
able moral behaviour or an appropriate universal code of conduct, but the de-
ployment of Al systems is the dimension where their utility is encumbered by the
broader ideological framework that arises from the cultural conflicts and habits
that have historically been in place. The exploration, discussion and development
of “true” ethical Al is what would inevitably “hinder” the developmental progress
of Al systems, as it would “impede” the particularist and exceptionalist politi-
cal and economic agenda, which is certainly one of the reasons why the issue is
systematically avoided or overlooked. But the problems I have highlighted and
discussed in this paper, undoubtedly not the only ones plaguing Al, will per-
sist alongside everything that will unfold with AI systems in the near future. In
terms of how Al could genuinely contribute to humanity, “business and politics
as usual” is the worst realization of its potential because it fails to address the
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stalled course of civilizational development encumbered by conflicts, low quality
of life, and resource depletion.

The main issue of justifying the fundamental idea that the use of structurally
saturated Al systems is imperative for the “better future of humanity” is argu-
mentatively buried by the positivist and pragmatic approach to AI, and that too
is ideological in nature: there is a lacuna between using Al systems to increase the
efficiency of personal endeavours or prevent harm, and building a global infra-
structure to monitor the conversion of each of our atoms into fuel for the survival
of the current framework. In order for us to understand what the “ethical” in
ethical AI presupposed, it has to be deconstructed to its fundamental compo-
nents. For example, the EU’s Artificial Intelligence Act continuously emphasizes
that Al systems have to have an ethical set-up and have to be regulated by law
but these constraints should not hamper their development. This means that in
any arbitrarily evaluated moral dilemma, the developmental breakthrough al-
ways prevails over the moral constraints. Thus, for example, if achieving the EU’s
goals in the AT race necessitates gathering extensive information about citizens
and a systematic restructuring of their lives, we can expect that the EU will by-
pass inconvenient regulations, such as privacy laws, and trample over the un-
regulated. However, it will be doing so to perpetuate the existing political and
economic system - a system that Europeans themselves shaped over the past 200
years — and not to change the course of European citizens’ existence and fos-
ter a better approach to life. Because AI systems appeared in an epoch of ma-
jor ideological conflicts, as technological inventions they must be interpreted
as the possible mediators of ideological goals, meaning that the content of the
ethical in “ethical AI” has its boundaries drawn by ideological elements defining
the product.

The considerations presented in this paper were limited to drawing attention
to the ways in which ideological elements can enter the ethical set-up, which,
based on its name alone, is often misguidedly represented or thought of as uni-
versal. I aimed to show that even a quite transparent, straightforward approach
to presenting ethical Al such as that of the EU in the Artificial Intelligence Act,
presupposes aims and limitations to its applicability that subdue the ethical prin-
ciples selected to form the ethical set-up of Al These aims and limitations be-
long to the broader ideological frameworks that become attached to AI systems.
Further steps that can be taken to broaden the research are a closer inspection
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of how ideological elements come into play at each designated level, followed by
sequential case studies, and an attempt to develop and demonstrate a toolkit for
identifying ideological bias.
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1. Introduction

What can computational methods — particularly artificial intelligence (AI) — tell
us about AT ethics education? In this paper, we apply computational approaches
to interrogate our Al ethics courses. As philosophers working in the philosophy
of Al, we are interested in what computational methods can add to philosophical
studies, and vice versa.

In our philosophy and computer science programmes (MA Philosophy & Ar-
tificial Intelligence, MSc Artificial Intelligence & Ethics, BSc Philosophy and
Computer Science), Al ethics education forms an integral part of our teaching.
Our students have a wide range of backgrounds, though of course many have
been trained in either philosophy or computer/data science. Our aim is to pro-
vide philosophical and computational education simultaneously, to equip stu-
dents with the skills they need to responsibly engage with AI technology. Given
this ethos, we have decided to apply computational methodologies to our own
practice, by investigating some of the philosophy courses on these programmes.
Our aim is to gain insight into our pedagogical approach and to develop a project
which we can (hopefully) share with our students. In order to test our thought
that computational tools can be useful for pedagogical and philosophical goals,
we have conducted a computational analysis of the texts we set for students across
two courses in Al ethics (“AI and Data Ethics” and “Advanced Topics in Respon-
sible AI”). We have curated these papers over several years, and after completing
both courses, we want our students to have covered a variety of classic and cur-
rent topics in Al ethics and responsible AI. Having gathered the recommended
readings for these courses, we utilized some standard Python-based natural lan-
guage processing (NLP) techniques to analyse our corpus of texts.

In this paper, we explain our methodology and discuss the results of our anal-
ysis. We begin (section 2) with a description of the dataset, consisting of the read-
ing materials assigned in two of our advanced (advanced undergraduate, MA
and MSc level) philosophy courses on Al and data ethics, and explain how we
prepared the texts for computational analysis. In section 3, we discuss the ethical
considerations for this project. In section 4, we describe the NLP techniques we
used to explore this corpus: from relatively simple tools, such as word frequency
analysis and term frequency-inverse document frequency (TF-IDF) scoring, to
more complex machine learning approaches, including document vectorization
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via SciBERT, clustering via k-means, and topic modelling using latent Dirichlet
allocation (LDA). Each of these methods offers a different lens through which
to understand the themes of our syllabi. Word frequency and TF-IDF give us
a surface-level, yet still informative, comparative view. SciBERT vectorization
and clustering allow us to explore semantic relationships within the corpus. Top-
ic modelling, finally, enables us to identify and interpret latent themes running
throughout this body of literature.

Finally, in section 5, we discuss the broader implications of our approach,
both for AI ethics education and for philosophy more generally. As philosophers
working on AI, we see this project as a two-way exchange: using computational
tools to enhance philosophy teaching and using philosophy to reflect critically
on the use of such tools. We situate our work in the context of digital humanities,
noting that while computational methods have been widely used in literature,
history, and linguistics, they remain relatively underexplored in philosophy. This
project offers a proof of concept for how contemporary NLP techniques can be
used to support philosophical pedagogy: not only to reflect critically on what
we teach, but to discover new materials, explore conceptual gaps, and make our
courses more accessible to students from a range of disciplinary backgrounds.
We conclude (section 6) with a call for further work in computational philosophy
and philosophical pedagogy - and outline our plans for future analysis and en-
gagement with students as collaborators in this ongoing exploration.

2. Dataset

The dataset utilized in this research consists of the required and supplementary
readings assigned in two upper-level philosophy courses we teach: “Al and Data
Ethics” and “Advanced Topics in Responsible AI.” These are graduate-level or ad-
vanced undergraduate courses aimed at students from diverse disciplinary back-
grounds, including philosophy, computer science, and the social sciences, as well
as many graduate students with experience in industry. As instructors, we have
curated the readings to offer both foundational and contemporary perspectives
in the broad field of Al and data ethics. The goal is to introduce students to a wide
range of normative concerns and philosophical methods, while also equipping
them with the analytical tools to evaluate real-world technologies, applications

49



Alex Cline, Brian Ball, David PW. Freeborn, Alice C. Helliwell, Kevin Loi-Heng

and policies. After completing the two courses, students should have established
knowledge of essential topics in responsible AT and Al ethics, as well as the neces-
sary skills to engage in normative discussions on emerging advances in Al

The selected readings include a mix of philosophy papers, technical and pol-
icy-oriented research, and interdisciplinary contributions from fields such as
computer science, law, economics and education. Authors in the corpus range
from prominent philosophers to computer scientists discussing algorithmic bias,
as well as economists, legal scholars writing on data privacy and AI regulation,
and some technical practitioners of AL

Together, the two courses span 22 weeks of teaching and 17 distinct thematic
topics. Topics in course 1, “Al and Data Ethics,” include:

— “What Is Al and Data FEthics?,”

— “Autonomous Al and Responsibility,”

— “Artificial Moral Agency,”

— “Personhood and Robot Rights,”

— “Algorithmic Bias and Fairness,”

— “Safe AI (Including Black Boxes, Transparency, and Explainability),”

— “Data, Democracy, and Misinformation,”

— “Privacy and GDPR,”

— “Superintelligence and the Control Problem,”

— “Regulation,”

— “Value Sensitive Design.”

Topics in course 2, “Advanced Topics in Responsible AI”, include:

— “What Is Responsible AI?,”

— “Al and Work,”

— “Al and the Creative Industries,”

— “AIl and Education,”

— “Al and Human Interaction,”

— “Al and Sustainability.”

From these topics, we collected the full set of assigned readings, resulting in
a corpus of 184 distinct texts. These included journal articles, book chapters, and
reports. From a technical perspective, we treated each reading as a single docu-
ment in our corpus. The documents were compiled in plain text format.

Before we could move into computational analysis, we focused on preparing
the textual data. Clean and standardized text is essential to ensure that any pat-
terns we uncovered would be meaningful and as free from noise as possible. This
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step sets the foundation for later stages of the project, including vectorization and
clustering. Without a careful cleaning and normalization process, later stages,
like similarity measurement or topic modelling, become vulnerable to distortion
by irrelevant or redundant information. The SpaCy model was a useful, light-
weight tool for our NLP tasks. The tool allowed us to tokenize the text into words
and sentences, lemmatize words to their base forms, and remove punctuation
and irrelevant characters. The aim here was to ensure that related terms - such as
“machines” and “machine” — would be treated consistently.

3. Ethics

Several ethical issues were considered when conducting this analysis. We did not
use any human subjects, and also did not utilize any personal information in our
analysis, so human subject considerations were not applicable. The authors of the
courses under analysis are all part of the project team and granted permission for
their syllabi to be used for this analysis.

As we are interested explicitly in Al ethics in this paper, we also considered
the ethics of the use of texts for analysis by AI. Whilst the texts in our corpus
were all available online, and particularly for educational purposes, we have not
made this corpus openly accessible in order to ensure we do not breach copy-
right protections. As we are utilizing AI to analyse our corpus of texts, we were
also particularly aware of current debates in intellectual property and AL There
is a growing debate around training data, reproduction, and attribution in the
context of generative AI. However, the tools used in this project, including word
frequency counters, TF-IDF models, SciBERT embeddings, and topic modelling,
are all predictive rather than generative. As such, none of these methods pro-
duced new textual output derived from the source material; rather, we deployed
these tools to extract patterns and representations from the existing dataset, in
ways that are standard in computational linguistics and the digital humanities.

Finally, while student engagement is an important motivation for this work,
no student data was utilized for this research.

! Our use of these texts falls under the scope of academic research and teaching, and we believe it is
justified under principles of fair dealing, particularly given the non-commercial and scholarly na-
ture of the work, in compliance with Section 29 of the UK Copyright, Designs and Patents Act 1988
(UK CDPA 1988, Section 29A — “Copies for text and data analysis for non-commercial research”).
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4. Analysis

4.1. Word Frequency Analysis

The first analytic tool we turned on our corpus of texts was a word frequency
counter. This simple computational technique counts the number of times a word
appears in a document, or collection of documents. This allowed us to identify
the words that appear most frequently in our collection of papers, and produce
the word cloud, where the most frequently used words appear largest in size,
shown in Figure 1.
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Figure 1. Word cloud of frequently appearing words in the corpus
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We found that across our two courses, the highest frequency unique word used
was “human.” As our courses are primarily focussed on technology and ethics,
this was perhaps somewhat surprising. However, it is likely that authors in our
corpus are discussing humans in contrast with data (second most common) and
machines (eighth most common), which are their explicit focuses. Words such as

» «

“work,” “right,

» «

value,” “bias,” and “ethic” are to be expected, given the topics in
our courses. However, words such as “press,” “social,” “individual,” “public,” and
“state” do not obviously correspond to particular topics and seem to highlight the
social and societal focus of the courses.

Term frequency itself has limited utility for telling us about unique features of
a corpus of texts. It could be, for example, that (contrary to the conjecture above)
“human” is something that comes up in philosophical works in general. To find out
more about the unique features of this body of texts, we conducted another analysis.
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4.2. TF-IDF

To further examine whether our conjecture regarding word frequency was plau-
sible, we decided to analyse word frequency further. We ran another measure
on the corpus: a TF-IDFE.”> This NLP technique is typically used to evaluate the
relative importance of a word in a document compared to its importance in the
corpus as a whole. Rather than simply counting the frequency of use for each
word, a TF-IDF can show which words are more common in our Al ethics cor-
pus compared to a larger, or alternative, corpus of texts.’

Table 1. Top 10 words in each of the datasets

Al ethics canon Wittgenstein corpus
human philosophy
ethic Wittgenstein
moral philosophical
robot language
data theory
system political
technology social
design review
agent science
develop knowledge

2 K. Spirck Jones, A Statistical Interpretation of Term Specificity and Its Application in Retrieval,
“Journal of Documentation” 1972, Vol. 28, No. 1, pp. 11-21, https://doi.org/10.1108/eb026526.

*  Term frequency (TF) measures how often a term appears in a document relative to the to-
tal number of terms in that document. For a given term t_j, the term frequency is defined as
TF_j = t_j/ X t_i, where t_j is the number of times term j appears in the document, and X t_i
is the total number of terms in the document. However, words that appear frequently across
the entire corpus may be less informative. To account for this, inverse term frequency (IDF) is
defined by, IDF_j = 1log(N / (1 + n_j)), where N is the total number of documents in the corpus,
and n_j is the number of documents in which term t_j appears. The “+ 1” in the denominator
avoids division by zero. We then define the TF-IDF score for term t_j as the product, TE-IDF_j
= TF_j x IDF_j.
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Of course, in this case we were not just interested here in individual papers,
but the body of works as a whole. In order to complete a TF-IDF measure then,
we required a contrasting corpus of texts. Following work from some members
of our team on Wittgenstein and Al, we had a Wittgenstein corpus available;*
a body of papers (accessed through JSTOR) discussing the work of Wittgenstein.
This corpus, comprised of 64,000 total documents, was made on Constellate
(from Ithaka), with their dataset builder from papers on JSTOR.?

When we compare these two analyses, we start to see the relative importance
of these terms in the text. “Human,” for example, is not just the most frequent
unique word, but it is particularly important in the Al ethics papers compared
to works discussing Wittgenstein. “Wittgenstein” is the second most important
word in the Wittgenstein papers (a comforting sign that our analysis was work-
ing). Furthermore, in the Wittgenstein corpus, “philosophy” and “philosophical”
are particularly prevalent. This may reflect the metaphilosophical nature of Witt-
genstein’s work (and thus discussions of his work) but may also reflect the relative
lack of importance of “philosophy” in the Al ethics corpus, which spans more
disciplines (such as law, computer science, and engineering).

4.3. Using AI: Vector Representations and Cosine Similarity

Few nowadays would consider the NLP techniques we have discussed so far to in-
volve Al: in particular, the computational methods employed operate directly on
textual data, here the full papers from our two course reading lists. Since research
papers are written in natural language, they need to be converted into a numeri-
cal format that a computer can read and interpret if contemporary Al techniques
are to be deployed on them. We did this using SciBERT,® a transformer model
pre-trained on scientific texts based on the BERT model.” SciBERT converts each

*  B. Ball, A.C. Helliwell, A. Rossi, Wittgenstein and Artificial Intelligence: Mind and Language,
Anthem Press, London 2024; B. Ball, A.C. Helliwell, A. Rossi, Wittgenstein and Artificial Intel-
ligence: Values and Governance, Anthem Press, London 2024.

> JSTOR Dataset ID: 77934734-096e-6982-c1de-af09599cd73e. Wittgenstein about philosophy —
Applied philosophy, Philosophy — Axiology, Philosophy — Epistemology, Philosophy — Logic,
Philosophy — Metaphilosophy, Philosophy — Metaphysics limited to document type(s) book,
article from 1900-2023.

¢ 1. Beltagy, K. Lo, A. Cohan, SciBERT: A Pretrained Language Model for Scientific Text, arX-
iv:1903.10676, https://doi.org/10.48550/arXiv.1903.10676.

7 ]. Devlin et al., Bert: Pre-Training of Deep Bidirectional Transformers for Language Understand-
ing, arXiv:1810.04805, https://doi.org/10.48550/arXiv.1810.04805. SciBERT is a pre-trained
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document into a high-dimensional vector - essentially a mathematical “finger-
print” that captures the semantic content of the text. This allowed us to compare
texts not by the words they contain directly, but by their learned representations:
encodings that capture patterns of semantic meaning based on usage and context
across the corpus.®

It is helpful to contrast this with another common technique in the digital
humanities, which is to make use of Word2Vec.? Unlike SciBERT, which creates
a single vector for an entire document, Word2Vec assigns vectors to individual
words. A model is trained (actually a number of them) on a corpus, and this as-
sociates a vector — not with each document, as in our approach, but — with each
word. The vector in question is used for next-word prediction: that is, the algo-
rithm aims to associate a vector with each word that determines probabilities for
the other words in the vocabulary that they occur next (in the corpus). Accord-
ingly, each word’s location in the vector space represents its usage (or distribu-
tion) within the corpus (that is, its associations with other words). This vindicates
J.R. Frith’s dictum, “You shall know a word by the company it keeps™® - and it
allows us to compare, for example, the conceptualizations of words across cor-
puses.

After generating a vector for each document in our corpus using SciBERT, we
computed pairwise cosine similarity scores between them." A similarity score of

language model based on the BERT (Bidirectional Encoder Representations from Transform-

ers) architecture, specifically trained on scientific texts. In essence, this transforms raw text into

numerical representations through a process known as contextual embedding, i.e., generating

a vector for each token, based not just on the word itself, but on the surrounding words in both

directions. Through sufficient training on a large sample, the model learns which words are most

relevant to each other in context, even when those relationships are fairly weak, or the words

are separated by long spans of text. For our analysis, we used the pooled output from SciBERT

to produce a single-vector representation for each document. This vector can be understood as

a dense, high-dimensional summary of the document’s semantic context.

Y. Bengio et al., A Neural Probabilistic Language Model, “Journal of Machine Learning Research”

2003, Vol. 3, pp. 1137-1155.

® T. Mikolov et al.,, Efficient Estimation of Word Representations in Vector Space, arXiv:1301.3781,
https://doi.org/10.48550/arXiv.1301.3781; T. Mikolov et al., Distributed Representations of
Words and Phrases and Their Compositionality, arXiv:1310.4546, https://doi.org/10.48550/arX-
iv.1310.4546.

1 J.R. Firth, A Synopsis of Linguistic Theory 1930-1955, in: Studies in Linguistic Analysis, Blackwell,

Oxford 1957, pp. 1-32.

Cosine similarity measures the angle between two vectors in a high-dimensional space, given by

their normalized dot product. The idea is simple: if two documents are represented by vectors
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1 indicates highly similar documents (identical in vector space), while a score near
0 indicates very different content. This allowed us to measure semantic similarity
between papers, providing a foundation for a clustering analysis (see below).

4.4. Using AI: Clustering Papers into Meaningful Groups

We were also interested in drawing out where papers in our canon were grouped
together around different subjects and themes. To examine this, we utilized
a couple of methods. First, we applied k-means clustering, an unsupervised ma-
chine learning technique that groups papers into clusters based on their simi-
larity."”” It works on unlabelled data (that is, data without defined categories or
groups). The algorithm first randomly selects central points, called centroids,
then uses algorithms to automatically find common themes and structures in the
data. We repeated the clustering with different k values to find different group-
ings. By experimenting with different k values we determined the best number of
clusters. For this we used techniques like the elbow method and silhouette score
to find a suitable number given the trade-off between better representing the data
and using more clusters. We picked six clusters to move forwards.

We tested a range of values for k, the number of clusters, varying the number
of clusters from 1 to 32, specifically testing k in [1, 2, 3, 4, 5, 6, 8, 12, 16, 20, 24,
28, 32]. For each clustering solution, we evaluated the results using the silhouette
score (see Fig. 2),"* a standard metric for assessing the quality of clustering."* The
silhouette score captures both cohesion (how close each document is to the other
documents in its cluster) and separation (how far it is from documents in other

that point in the same direction, they are semantically similar; if the vectors are orthogonal, then
they are unrelated. Unlike the Euclidean distance, which measures how far apart two points are,
cosine similarity focuses on the orientation of the vectors rather than their magnitude.
H. Steinhaus, Sur la division des corps matériels en parties, “Bulletin de Académie Polonaise
des Sciences, Classe III” 1956, Vol. 4(12), pp. 801-804; ].B. MacQueen, Some Methods for Clas-
sification and Analysis of Multivariate Observations, in: Proceedings of the Fifth Berkeley Sympo-
sium on Mathematical Statistics and Probability, Vol. 1: Statistics, University of California Press,
Berkeley-Los Angeles 1967, pp. 281-297; E. Pedregosa et al., Scikit-Learn: Machine Learning in
Python, “Journal of Machine Learning Research” 2011, Vol. 12, pp. 2825-2830.
The silhouette score for a given document is calculated as (b — a) / max(a, b), where a is the aver-
age distance to other points in the same cluster (i.e., intra-cluster cohesion), and b is the average
distance to points in the nearest neighbouring cluster (i.e., inter-cluster separation).
" PJ. Rousseeuw, Silhouettes: A Graphical Aid to the Interpretation and Validation of Cluster
Analysis, “Computational and Applied Mathematics” 1987, Vol. 20, pp. 53-65, https://doi.
0rg/10.1016/0377-0427(87)90125-7.
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Silhouette Score vs. Number of Clusters

0.002

0.001 A

0.000 A

—0.001 A

Silhouette Score

—0.002 1

—0.003 1

T T T T T T T

2 4 6 8 10 12 14
Number of Clusters (k)

Figure 2. Silhouette score versus number of clusters

clusters). Scores range from -1 to 1, with higher values indicating more well-
defined and internally coherent clusters.

After identifying candidate values of k that produced relatively high silhouette
scores, we further examined the resulting clusters to evaluate their interpretabil-
ity. This involved identifying central documents - those that were closest to the
centroid of their cluster - as well as outlier documents that were located on the
periphery of a cluster or between two clusters.

The k-means clustering algorithm is known to struggle with very high-di-
mensional data."” Since the SciBERT embeddings we used to represent each doc-
ument exist in a fairly high, 768-dimensional space, we applied a dimensionality
reduction technique to make the data more tractable for clustering. To do this,
we used principal component analysis (PCA), a linear algebra-based method that
transforms the original high-dimensional data into a lower-dimensional space

5 'This is an example of the so-called “curse of dimensionality” Distance metrics, as used for
k-means clustering, become less informative as the number of dimensions increases. In such
spaces, all points tend to become approximately equidistant from one another, making it dif-
ficult for the algorithm to identify meaningful groupings. Additionally, high-dimensional data
tends to be sparse, which further reduces the effectiveness of clustering algorithms that assume
dense, well-separated regions.
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Explained Variance vs. Principal Components
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Figure 3. Explained variance versus principal components

while preserving as much of the data’s variance as possible. However, there is
necessarily a trade-off between compressing the data and preserving the salient
structural features. PCA works by identifying the orthogonal directions (called
“principal components”) along which the data varies the most and projecting
the data onto a subset of those directions.' In our analysis, we chose to select
the number of components such that 95% of the total variance in the original
data was preserved (see Fig. 3). This corresponded to 112 principal components,
which we used as the input space for the k-means clustering. The data is shown in
Figure 4, classified into different numbers of clusters and then projected onto just
two dimensions for visibility.

¢ More formally, PCA finds a new set of orthogonal axes — linear combinations of the original
dimensions — ordered by the amount of variance in the data they explain. The first principal
component captures the largest possible variance, the second captures the largest variance or-
thogonal to the first, and so on. By retaining only the top N components, we reduce the di-
mensionality of the data while maintaining the majority of its informational structure; see LT.
Jolliffe, Principal Component Analysis, 2nd ed., Springer, New York 2002.
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Figure 4. K-means clustering with principal component analysis showing the division of papers
depending on different numbers of clusters. The dots represent the papers in the canon,
with colours representing the clusters to which they belong
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To ensure that the clustering results were meaningful, we checked whether
each paper had the highest similarity to the average of its assigned cluster. The
fact that 100% of papers were most similar to their own cluster’s average reas-
sured us that the model was making reasonable groupings.”” In order to visualize
these clusters, we needed to conduct further processing on this data, again using
PCA, to reduce the clusters to two dimensions.

When we looked at which papers fell in each cluster, however, we had a hard
time interpreting these clusters. We could not clearly determine which topic/s in
Al ethics were key for each cluster. This was likely due to the high dimensionality,
and the small number of papers included in our analysis. We are reminded that
contemporary Al relies on big data, and thus a larger dataset may be necessary to
yield interpretable results with this analysis method. We therefore tried an alter-
native method for grouping the papers in our canon.

4.5. Using AI: LDA Topic Analysis

We next used LDA method to examine the canon, to see if the paper groupings
produced made more sense to us. Like k-means clustering, LDA is an unsuper-
vised machine learning approach.” However, unlike k-means, we can use LDA
to gather papers under topics, and to then produce a list of words for each topic,
making it more interpretable.

LDA is a soft clustering method, which models probability distributions over
words and documents. When we use LDA to analyse papers, it treats each pa-
per as an unstructured “bag of words,” that is, it does not consider the position
of each word in the paper (unlike SciBERT). LDA builds a model of the whole
corpus, producing a conditional joint probability distribution of a topic given
a word, or a topic given a collection of words (that is, a paper). This means that
LDA tries to identify distinct topics by finding correlations between words. Fre-

7" While this result is not guaranteed by the clustering algorithm, it provided additional reassur-
ance that the groupings reflected real semantic structure in the data.

8 JK. Pritchard, M. Stephens, P. Donnelly, Inference of Population Structure Using Multilocus
Genotype Data, “Genetics” 2000, Vol. 155, No. 2, pp. 945-959, https://doi.org/10.1093/gene-
tics/155.2.945; D. Falush, M. Stephens, J.K. Pritchard, Inference of Population Structure Using
Multilocus Genotype Data: Linked Loci and Correlated Allele Frequencies, “Genetics” 2003, Vol.
164, No. 4, pp. 1567- 1587, https://doi.org/10.1093/genetics/164.4.1567; D.M. Blei, A.Y. Ng, M..I.
Jordan, Latent Dirichlet Allocation, “Journal of Machine Learning Research” 2003, Vol. 3, Nos.
4-5, pp. 993-1022, https://doi.org/10.1162/jmlr.2003.3.4-5.993.
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quent co-occurrence of words suggests they are related in a topic, whereas non-
co-occurrence of words suggests they are not related in a topic."”

Our output from LDA is a series of probabilities. For each paper (collection
of words) we get a probability that it falls in each topic (here, six possible topics).
A paper is therefore not just assigned to one topic - instead, it can have a high
probability of concerning multiple topics. This may be for good reason - for ex-
ample, an overview paper might end up having a high probability of concerning,
for instance, “privacy,” “AI design” and “robot agency,” etc. From examining the
topics uncovered in this manner, we felt like we could make some sense of them.
We identified the broad themes of each topic as follows:

Topic clusters:

0. Social, social media, gender, culture
Superintelligence
Applied issues, such as sustainability, health, and the arts
Robots, personhood, and artificial agency
Design, responsibility
5. Privacy and risk

To prepare the corpus for topic modelling, the cleaned Al ethics texts were
first transformed into a document-term matrix using a bag-of-words approach.
This matrix represents each document as a vector of word counts, capturing the
frequency of the 1,000 most common words across the entire corpus (lower fre-
quency words were not included for reasons of computational tractability).

We then trained the LDA model, specifying that it should extract six topics
from the corpus. This decision was informed by the earlier steps in our analysis.
In particular, when applying PCA followed by k-means clustering, we observed
signs of natural groupings in the data. Experimentation with different values of
k, combined with inspection of silhouette scores, suggested that a range of five
to eight clusters produced reasonably coherent and interpretable partitions with-
out over-fragmenting the data. Selecting six topics allowed us to strike a balance

=

¥ LDA builds a Bayesian probabilistic model of a corpus. It assumes that each document is a mix-
ture of latent topics, and that each topic is characterized by a distribution over words. Formally,
LDA posits the following generative process: for each document, a distribution over topics is
drawn from a Dirichlet prior; then, for each word in the document, a topic is sampled from
that distribution, and a word is sampled from the corresponding topic’s word distribution (also
drawn from a different Dirichlet prior). The model infers the topic and word distributions that
best explain the observed word co-occurrence patterns in the corpus.
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Topic Overlap Matrix (Number of Papers in Common)
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Figure 5. Topic overlaps, showing the number of papers
which fell in the overlap of each of the six identified themes

between granularity and conceptual clarity. After fitting the LDA model, each
document was assigned a probability distribution over the six topics. To inter-
pret the model, we identified each document’s most probable topic - that is, the
topic to which it had the highest posterior probability of belonging. This provided
a way of associating each paper with a dominant thematic group, based on its
characteristic patterns of word usage. We also identified the number of papers in
common between topics (Fig. 5).

These topics certainly seemed to us to have some internal unity (as indicated),
but they could also be seen not to overlap one another in problematic ways. Look-
ing at the percentage of the papers in one topic (the row in the above table) that
overlapped with papers in the other topic (in the columns), we found both that
the overlap was not in general too great, and that the overlaps present could also
be readily interpreted. For example, 52.9% (18) of the papers on superintelligence
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(topic 1) could also be viewed as concerned with a topic involving the notion of
artificial agency (topic 3), which is understandable given that ethical concerns
around the former appeal to the latter; moreover, looking at the column corre-
sponding to superintelligence, we see that it is entirely white, meaning that none
of the other topics overlapped much with it — and indeed, our impression from
working within the field is that this topic does, as a matter of sociological fact
about the AI ethics community, stand somewhat apart.

5. Discussion

5.1. Reflection and Learning

The k-means clustering, while methodologically sound and internally coherent
(as shown by cosine similarity to cluster centroids), ultimately proved difficult to
interpret. Although the algorithm grouped texts into clusters based on seman-
tic similarity, we found that the resulting groupings did not consistently align
with recognizable course topics or thematic divisions. This may reflect the rela-
tively small size of our corpus, the high dimensionality of the vector space, or
the fact that many papers engage with multiple overlapping concerns, making
clear separation into exclusive clusters difficult. While the exercise corroborated
our preprocessing and embedding pipeline, it may suggest certain limits of hard
clustering techniques in the context of philosophical and interdisciplinary con-
tent. With this said, it may be that this technique may work more effectively with
larger or more varied datasets, or that other dimensional reduction techniques
might be needed that better capture the salient structural features of the data,
before clustering is applied.

In contrast, the topic modelling using LDA proved to be much more informa-
tive. The topics inferred by the model corresponded to intuitively meaningful
groupings, such as privacy and risk, robot personhood, or design and responsi-
bility. This method exposed thematic threads that cut across the weekly course
topics. Importantly, because LDA provides probabilistic topic distributions, it al-
lowed us to see how individual papers often straddled multiple themes, capturing
relations that course structures may obscure. In this sense, LDA may be especially
well suited to philosophical corpora, where overlapping normative, conceptual,
and technical concerns are the norm rather than the exception.
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Of course, it is important to recognize that no computational tools are meth-
odologically neutral: their meaningful interpretation rests upon assumptions
about how the data is structured and what counts as significant. For example,
TF-IDF and LDA both treat terms as discrete lexical units, abstracted from their
syntactic and argumentative context. On the other hand, SciBERT vectorization
is sensitive to local linguistic context but will inevitably encode biases from its
architecture and training data. We treated semantic similarity as a linearly de-
composable property, geometrically represented by cosine similarity in a high-
dimensional vector space. This considers meanings as comparable via vector
directions and distances, implying that semantic relationships, such as the dis-
tinction between “privacy” and “transparency,” can be consistently represented
as angular differences across the embedding space. In this sense, even our trans-
former methods may be insensitive to some contextual subtleties.?® Likewise,
k-means clustering imposes a fixed number of discrete non-overlapping, roughly
isotropic clusters, an assumption unlikely to hold in domains with overlapping,
intersecting or multifarious concerns. PCA assumes that the most meaningful
structure in the data lies along orthogonal axes of maximal variance, treating
key concepts as essentially uncorrelated.”! The principal component dimensions
will not necessarily correspond to conceptual or pedagogical importance. Such
assumptions may be justified as reasonable approximations of the real data or by
the practical utility of the methods. However, it is essential to recognize them
when drawing conclusions from the results. We contend that these tools are best
understood not as offering definitive answers, but as producing artefacts that re-
quire philosophical interpretation.

In terms of the pedagogical utility of the approach we have undertaken, we
have found that the process has yielded discussion and reflection of our core mod-
ules in AT ethics. For future iterations of our courses, we can utilize topic words
to help identify new literature in areas that are directly related to our course top-
ics, which may help to diversify our recommendations for students. Particularly
notable are the areas of overlap, which could be emphasized in our courses to
enhance student understanding of the AI ethics landscape. The areas where there

2 K. Ethayarajh, How Contextual Are Contextualized Word Representations? Comparing the Ge-
ometry of BERT, ELMo, and GPT-2 Embeddings, arXiv:1909.00512, https://doi.org/10.48550/
arXiv.1909.00512.

LT. Jolliffe, Principal Component Analysis, op. cit.
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is little overlap also interestingly suggests that there may be areas of AI ethics
which remain distinct from one another, highlighting potential areas for further
exploration (though analysis of a larger corpus would be needed to verify this). In
addition, we plan to discuss the results of our analysis with our students, reflect-
ing on the overlapping themes of the courses that go beyond the delineated weeks
of the course. For example, the six clear topics we uncovered through LDA did
not exactly correspond to our seventeen course topics; some were unsurprising
(such as agency, personhood and robot rights); however, others (such as design
and responsibility) fall under different sections of the course. Such insights (for
example how responsibility can hinge on design choices) may provide stimulat-
ing discussion on our courses. Given their aims, noted above, of simultaneously
providing the philosophical and computational education needed for students to
engage with the realities of responsible AI, we also expect that it will be valuable
to discuss the methodological issues we have encountered along the way - such as
the difficulties of using k-means clustering on sparse data distributed in a high-
dimensional space. We may also discuss with them the value of AT assistance, as
opposed to full automation, as regards our own ongoing course design: for exam-
ple, we in no way regard the identification, within our data, of fewer topics than
were initially conceived by our course leaders as in any way impugning the expert
human judgement that went into our course design; rather, we plan to use the AI-
generated insights discussed above to supplement our own decision-making in
adapting and revising our syllabi in the ways indicated. This, of course, is a point
that applies much more broadly, both within applications of Al for philosophical
education, and indeed in other domains more generally.

5.2. Computational Analysis for Philosophy

Computing and philosophy have long been intertwined.* There are professional
bodies dedicated to (aspects of) their intersection, such as the International As-
sociation of Computing and Philosophy, as well as the Society for the Philosophy
of Artificial Intelligence.”® And there are, of course, some notable examples of ex-

22 As a matter of fact, in our own university, the two disciplines initially sat within the same aca-
demic unit, or faculty.

»  International Association of Computing and Philosophy (IACAP), URL: https://www.iacap.
org/; Society for the Philosophy of Artificial Intelligence (PHAI), URL: https://philai.net/.
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cellent - and early - digital resources in philosophy:* the Stanford Encyclopedia
of Philosophy (SEP, created by Edward N. Zalta and Uri Nodelman in 1995); the
online (and open access) journal “Philosophers’ Imprint” (established in 2001);
and PhilPapers (begun in 2009).” Nevertheless, relatively few philosophers have
followed the famous suggestion from Gottfried Wilhelm Leibniz:

If controversies were to arise, there would be no more need of disputation be-
tween two philosophers than between two accountants. For it would suffice to
take their pencils in their hands, to sit down with their slates and say to each
other [...]: Let us calculate!?¢

That is, “philosophers have arguably failed to take full advantage of the op-
portunities afforded” by the computational methods that are both available and
widely used in the (other) humanities (disciplines).”” For example, in one list of
145 academic journals dedicated to the digital humanities, a search for “philoso-
phy” yields 0 entries (whereas “humanities” gets 15 hits, “history” has 4, and
“literature” 2).2® Nor are there many pertinent results on Google Scholar when
one searches for “digital humanities philosophy,” “digital philosophy” or even
“computational philosophy.” This last term has, however, gained some fluency;,
and there is even an SEP article dedicated to the topic:* though that piece is

2 As noted in J. Weinberg, Digital Humanities in Philosophy: What's Helpful and What's Hype?,
“Daily Nous”, 24.05.2016, URL: https://dailynous.com/2016/05/24/digital-humanities-in-phi-
losophy whats-helpful-whats-hype/.

> The Stanford Encyclopedia of Philosophy, URL: https://plato.stanford.edu/; Philosophers’ Imprint,
URL: https://journals.publishing.umich.edu/phimp/; URL: PhilPapers https://philpapers.org/.

% Translation cited after B. Russell, A Critical Exposition of the Philosophy of Leibniz, Cambridge
University Press, Cambridge 1900, pp. 169-170.

¥ B. Ball et al., Computational Philosophy: Reflections on the PolyGraphs Project, “Humanities and
Social Science Communications” 2024, Vol. 11, No. 186, https://doi.org/10.1057/s41599-024-
02619-z, p. 2.

2 Available at: The List of Digital Humanities Journals, URL: https://dhjournals.github.io/list/
(see G. Spinaci, G. Colavizza, S. Peroni, Preliminary Results on Mapping Digital Humanities Re-
search, in: Proceedings of LAssociazione per I'Informatica Umanistica e La Cultura Digitale, 2020,
pp- 246-252, URL: https://aiucd2020.unicatt.it/aiucd-Spinaci_et_al.pdf; G. Spinaci, G. Colav-
izza, S. Peroni, A Map of Digital Humanities Research across Bibliographic Data Sources, “Digital
Scholarship in the Humanities” 2022, Vol. 37, No. 4, pp. 1254-1268, https://doi.org/10.1093/llc/
fqac016).

¥ P. Grim, D. Singer, Computational Philosophy, in: The Stanford Encyclopedia of Philosophy (Sum-
mer 2024), eds. E.N. Zalta, U. Nodelman, URL: https://plato.stanford.edu/archives/sum2024/
entries/computational-philosophy/.
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largely concerned with (what has been dubbed) “simulation as a core philosophi-
cal method”;* a quick search of its contents reveals no mentions of “natural lan-
guage processing” (NLP) or “large language models” (LLMs) - techniques and
tools that are very widely used in the digital humanities, for both research and
teaching purposes... and of course in the pedagogical research we have embarked
upon here.

Still, there are some existing digital projects in philosophy, and we shall ac-
cordingly devote some (brief) space to their discussion. Many involve data visu-
alizations - for example, the Philosopher’s Web is a (self styled) “comprehensive
map of all influential relationships in philosophy according to Wikipedia.”' In
brief, it shows key figures in philosophy, providing short bios (for some of them),
and showing connections (specifically, relations of influence) between them.* It
does not have a pedagogical focus, but could nevertheless be useful for teach-
ing (perhaps especially the history of) philosophy. Many also involve SEP data.*
Thus, Visualizing SEP does precisely what its name says it will:** Stanford Ency-
clopedia articles are classified (based on the taxonomy developed by the Internet
Philosophy Ontology Project™), and links to other articles on the same topic(s)
are shown. This might be pedagogically useful for students (or researchers) en-
gaged in a literature search - that is, for those trying to figure out what to read

*  C. Mayo-Wilson, K.J.S. Zollman, The Computational Philosophy: Simulation as a Core Philo-
sophical Method, “Synthese” 2021, Vol. 199, pp. 3647-3673, https://doi.org/10.1007/s11229-020-
02950-3.

' Philosopher’s Web, URL: https://kumu.io/GOliveira/philosophers-web#map-b9Ts7W5r.

32 Tt is described in more detail in J. Jones, The Philosopher’s Web, an Interactive Data Visualiza-
tion Shows the Web of Influences Connecting Ancient & Modern Philosophers, Open Culture,
20.10.2017, URL: https://www.openculture.com/2017/10/the-philosophers-web.html; J. Wein-
berg, A Visualization of Influence in the History of Philosophy, “Daily Nous,” 11.01.2017, URL:
https://dailynous.com/2017/01/11/visualization-influence-history-philosophy/.

¥ As in The Directed Graph of SEP Related-Entries (URL: https://mboudour.github.i0/2020/05/06/
Graph-of-references-among-entries-of-the-Stanford-Encyclopedia-of-Philosophy.html), which
provides a (somewhat difficult to see) network representation of the articles in the SEP, and the
links between them. The dataset underlying this visualization is no doubt of interest — but we
prefer to discuss the alternative example in the main text.

* Visualising SEP, URL: https://www.visualizingsep.com/#.

3 Internet Philosophy Ontology Project, URL: https://www.inphoproject.org/taxonomy. This is
a research project funded by the National Endowment for the Humanities. It is committed to
open data — so its code is available, as are the taxonomies generated; and there are research pa-
pers on the site describing the approach taken. The project is not primarily pedagogical in focus,
and only students with fairly advanced technical skills would be well placed to engage with it in
any detail.

67



Alex Cline, Brian Ball, David PW. Freeborn, Alice C. Helliwell, Kevin Loi-Heng

as they begin on a new topic. (Indeed, philosophy teachers might conceivably
look to it when constructing a new course.) Finally, History of Philosophy: Sum-
marized and Visualized is a hand-curated visualization of the positions held by
philosophers, and their connections — both supporting and conflicting - with
theses espoused by other philosophers.’® Again, it is not primarily a pedagogical
project, but might well have pedagogical uses: in particular, it is potentially useful
to students to have the substance of the various philosophers’ views articulated,
and the semantic, or logical, relations between them displayed (and navigable).*”

Some projects, like ours, are research oriented, and even involve NLP. For
example, Mark Alfano has called for collaborators to engage in a semantic map-
ping project in philosophy, using texts available from Project Gutenberg - and
promises to create freely shareable teaching materials!*® The digital humanities
approach underlying the project is described in another blog post: it is not unlike
the Word2Vec description given in the main text above, though it relies, perhaps,
on a different computational technique.*

Amongst projects with a pedagogical focus, some are relatively straightfor-
ward: TeachPhilosophyl01, for example, is principally a website with materials -
including digital resources — that may be useful to teachers of philosophy.*’ Oth-
ers involve more comprehensive data analysis: for example, Open Syllabus Galaxy
maps the most assigned readings across over 7 million course syllabuses.*’ And
still others are more targeted: for example, ArguMap is a pedagogical app con-
cerned quite specifically with argument mapping;** and The Logic Calculator

%6 D.C.Onduygu, New Force-Directed Graph with Philosophers as Nodes, “Deniz Cem Onduygu,”
29.01.2025, URL: https://www.denizcemonduygu.com/philo/new force-directed-graph-with-
philosophers-as-nodes/.

Other projects in the same spirit as those discussed in this paragraph are touched upon in

J. Weinberg, Graphing the History of Philosophical Influences, “Daily Nous,” 21.04.2014, URL:

https://dailynous.com/2014/04/21/graphing-the-history-of-philosophical-influences/.

¥ M. Alfano, Collaborators Sought for Digital Humanities Project on the History of Philosophy, “Philos-
ophy and Other Thoughts,” 23.06.2018, URL: https://www.alfanophilosophy.com/blog/2018/6/23/
collaborators-sought-for-digital-humanities project-on-the-history-of-philosophy.

¥ M. Alfano, A Semantic-Network Approach to the History of Philosophy, or, What Does Nietzsche
Talk about When He Talks about Emotion?, “Daily Nous,” 26.07.2017, URL: https://dailynous.
com/2017/07/26/semantic-network-approach-history-philosophy-guest-post mark-alfano/.

1 See TeachPhilosophy101, URL: https://www.teachphilosophy101.org/.

1 See Open Syllabus Galaxy, URL: https://galaxy.opensyllabus.org/.

2 C. Mohler, From Maps to Apps: Introducing Students to Argument-Mapping in the Physical and
Digital Realms, “Daily Nous,” 25.11.2020, URL: https://dailynous.com/2020/11/25/maps-apps-
-introducing-students-argument-mapping-guest-post/; ArguMap, URL: https://appsolutelyfun.
com/argumap.html.
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tests for syntactic well-formedness and semantic validity in the propositional
calculus.” And some seem mostly designed for fun. For example, Justin Wein-
berg highlights Maximilian Noichl’s SEP haiku project.** This project involves
searching the SEP for strings of 17 syllables and then checking whether the word
breaks fall in the right places to make a haiku. If so, it makes that haiku. The ma-
terials produced could be used by teachers looking to find appropriate tidbits to
introduce lectures, or to serve as mnemonics for students.

This is by no means an exhaustive overview of the digital projects that have
been pursued in relation to philosophy, or philosophical pedagogy, but it is not
entirely unrepresentative in our view. And if we are right about that, it should be
clear that what we have done here is quite atypical, at least within philosophy. For
we have turned quite heavy-duty computational methods upon our own teaching
practice — the syllabi we have created - to see what they reveal about the contents
of our courses.

Indeed, we pause to briefly dwell on the novelty of the approach taken here,
not only relative to existing practices within philosophy, but even in the context
of digital humanities as a whole. Advances in Al have come fast and thick in
recent years, bringing disruption across all aspects of society. Digital humani-
ties can hardly be expected to prove an exception - and indeed, some scholars
have begun to grapple with the question of how to incorporate advanced NLP
techniques into humanities research.*® And yet, to the best of our knowledge,
ours is the first attempt within the humanities to use transformer-based vector
embeddings of whole documents to provide distant readings for the analysis of
a corpus.* While this particular method has not yielded deep insights in looking

# L. Votsis, The Logic Calculator, 2019, URL: https://votsis.org/logic.html.

* . Weinberg, Making Haiku and Art from the SEP, “Daily Nous,” 31.08.2021, URL: https://daily-
nous.com/2021/08/31/making-haiku-art-sep/.

# 0. Suissa, A. Elmalech, M. Zhitomirsky-Geffet, Text Analysis Using Deep Neural Networks in
Digital Humanities and Information Science, “Journal of the Association for Information Science
and Technology” 2022, Vol. 73, No. 2, pp. 268-287, https://doi.org/10.1002/asi.24544; A. Ehr-
manntraut et al., Type-and Token-Based Word Embeddings in the Digital Humanities, in: CHR
2021: Computational Humanities Research Conference, 2021, pp. 16-38, URL: https://ceur-ws.org/
Vol-2989/long_paper35.pdf; C. Liu et al., SikuGPT: A Generative Pre-Trained Model for Intelligent
Information Processing of Ancient Texts from the Perspective of Digital Humanities, ACM Journal on
Computing and Cultural Heritage” 2024, Vol. 17, No. 4, pp. 1-17, https://doi.org/10.1145/3676969.

However, see efforts by Arman Cohan et al. to adapt similar methods in other fields: SPECTER:
Document-Level Representation Learning Using Citation-Informed Transformers, in: Proceedings
of the 58th Annual Meeting of the Association for Computational Linguistics, eds. D. Jurafsky et al.,
Association for Computational Linguistics, 2020, pp. 2270-2282, https://doi.org/10.18653/v1/2020.
acl-main.207.
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at our relatively modestly sized corpus - and certainly none that can themselves
be generalized to, for example, other (individual) syllabus analyses — we antici-
pate that this pioneering approach, as we develop and refine it further, or at least
its ultimate assessment (for example, through comparison with the older LDA-
based technique), will prove valuable well beyond the present context.

In future research we will continue exploring the possibilities of this ana-
lytic approach for Al ethics and philosophical pedagogy. In particular, we plan
to analyse a wider corpus of texts in relevant fields. We hope that this will help us
gain a better understanding of relevant literature, identify emerging topics as well
as literature gaps, and draw on uncovered connections between topics and bodies
of work to signpost to our students.

6. Conclusion

We have demonstrated how computational analysis of readings on philosophical
syllabi can yield useful reflections for educators in philosophy. Our dataset con-
sisted of the materials assigned in two of our philosophy courses in the field of Al
ethics. We prepared this dataset for analysis, taking into account any ethical con-
cerns with our proposed approach. We implemented several NLP techniques to
analyse our corpus. We began with relatively simple approaches (word frequency
analysis and TF-IDF) which yielded some noteworthy results, particularly the
relative importance of the “human” in the Al ethics course corpus, and the rela-
tive unimportance (compared to the Wittgenstein corpus) of “philosophy.” Given
the nature of these approaches, only limited conclusions could be drawn. We then
moved on to more complex NLP approaches, including document vectorization
via SciBERT, clustering via k-means, and topic modelling using LDA. SciBERT
vectorization and clustering allowed us to explore semantic relationships within
the corpus; however, we struggled to draw conclusions from this approach, likely
due to the small number of papers in our corpus. In future analyses we plan to
use a larger dataset in order to combat this limitation. Topic modelling through
LDA enabled us to identify six broad themes in the corpus, which were in some
cases different to what we might expect given the topics we set and how these are
connected on the course. Finally, we discussed the broader implications of our
approach, both for Al ethics education and for philosophy as a discipline. Given
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the limits of existing work in computational approaches in the field of philo-
sophical research (even in AT ethics), we see an opportunity to harness these ap-
proaches for philosophy and philosophical education.
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Abstract: Al outcomes that exhibit racism, sexism, homophobia, or other biases are deemed “un-
fair.” Several scholars have applied John Rawls’s theory of justice to evaluate this unfairness. This
paper clarifies, though, that Rawls’s ideal and nonideal theories are ill-equipped to deal with in-
dividual instances of AT unfairness; it furthermore argues that Young’s theory is better equipped
to do so - not only because it includes sociological accounts of racism and other -isms, but also
because it incorporates the consciousness-raising spaces that help “name” the racist, sexist, etc.
behaviours - behaviours that, if left unnamed, remain undetected, and, as a result, are both re-
enacted in society and reproduced by AL

Key words: Al bias, Al fairness, Rawls, structural power, Iris Marion Young

1. Introduction

Whilst artificial intelligence (AI) encompasses robotics, rule-based systems, ma-
chine learning, and other technologies, it is machine learning, in particular, that
has provided several instances of bias against marginalized groups - such as non-
white people and females. Consider the following practical instances of Al bias.!

Amazon’s recruitment team used an algorithm to rate CVs from one to five
stars, only to find it favoured male candidates. The bias stemmed from training

! Tuse the terms “fairness” and “bias” (or “Al fairness” and “Al bias”) interchangeably: “AI fairness”
aims to ensure that no group - defined by some socially salient trait like gender or ethnicity - is
unfairly disadvantaged. “Al bias,” on the other hand, refers to the unfair or skewed outcomes that
discriminate against certain groups. In essence, “Al fairness” is the goal, whilst “AI bias” refers to
the obstacles to achieving it. For an overview of definitions of different types of Al fairness and
Al bias, along with a survey of different data-centric techniques for mitigating bias, see E. Fer-
rara, Fairness and Bias in Artificial Intelligence: A Brief Survey of Sources, Impacts, and Mitigation
Strategies, “Sci” 2024, Vol. 6, No. 1, pp. 1-15, https://doi.org/10.3390/sci6010003.
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the algorithm on a dataset made up of CVs of people previously hired for the
role - most of whom were men.

Joy Buolamwini discovered that commercial facial recognition technolo-
gies from companies like IBM, Microsoft, and Megvii had higher error rates for
darker-skinned people and women.* The bias arose because the algorithms were
primarily trained on faces of young white men.

Google launched a photos app designed to categorize users’ photos but faced
backlash when it miscategorized African Americans as “gorillas.” This offensive
error occurred because the algorithm lacked sufficiently diverse training data.

To examine instances of Al unfairness such as these, scholars might turn to
John Rawls’s concept of justice as fairness. Whilst some have used Rawls’s work
to study Al ethics,* Morten Bay cautions against oversimplifying or taking Rawls’s
ideas out of context.” Nonetheless, scholars have engaged with Rawls in their
studies of AI bias and fairness.® For example, Flavia Barsotti and Riiya Gokhan
Koger argue that Rawls’s Theory of Justice “provides the foundations to a solution

2 J. Dastin, Amazon Scraps Secret Al Recruiting Tool that Showed Bias against Women, Reu-
ters, 9.10.2018, URL: https://www.reuters.com/article/us-amazon-com-jobs-automation-
insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKC-
NI1MKO08G.

*  J. Buolamwini, T. Gebru, Gender Shades: Intersectional Accuracy Disparities in Commercial Gen-
der Classification, “Proceedings of Machine Learning Research” 2018, Vol. 81, p. 8.

*  E.g, L Gabriel, Toward a Theory of Justice for Artificial Intelligence, “Daedalus” 2022, Vol. 151,
No. 2, pp. 218-231, https://doi.org/10.1162/daed_a_01911; H. Heidari et al., Fairness behind
a Veil of Ignorance: A Welfare Analysis for Automated Decision Making, “Advances in Neural
Information Processing Systems” 2018, Vol. 31; R. Binns, Algorithmic Accountability and Public
Reason, “Philosophy and Technology” 2018, Vol. 31, p. 543; L. Weidinger et al., Using the Veil of
Ignorance to Align Al Systems with Principles of Justice, “Proceedings of the National Academy of
Sciences of the United States of America” 2023, Vol. 120, e2213709120, https://doi.org/10.1073/
pnas.2213709120.

> M. Bay, Participation, Prediction, and Publicity: Avoiding the Pitfalls of Applying Rawlsian Ethics
to Al “Al and Ethics” 2024, Vol. 4, p. 1545, https://doi.org/10.1007/s43681-023-00341-1.

¢ E.g., see F. Barsotti, R.G. Koger, MinMax Fairness: From Rawlsian Theory of Justice to Solution
for Algorithmic Bias, “Al & Society” 2024, Vol. 39, pp. 961-974, https://doi.org/10.1007/s00146-
022-01577-x; A.K. Jorgensen, A. Segaard, Rawlisian AI Fairness Loopholes, “Al and Ethics” 2022,
Vol. 3, pp. 1185-1192, https://doi.org/10.1007/s43681-022-00226-9; T. Krupiy, A Vulnerability
Analysis: Theorising the Impact of Artificial Intelligence Decision-Making Processes on Individuals,
Society and Human Diversity from a Social Justice Perspective, “Computer Law & Security Re-
view” 2020, Vol. 38, 105429, https://doi.org/10.1016/j.clsr.2020.105429; L.M. Rafanelli, Justice,
Injustice, and Artificial Intelligence: Lessons from Political Theory and Philosophy, “Big Data and
Society” 2022, Vol. 9, No. 1, https://doi.org/10.1177/20539517221080676.
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for algorithmic bias” — where the algorithmic bias is against “gender, ethnicity,
disability, etc.” To offer another example: Anna Katrine Jorgensen and Anders
Segaard, though they critique the use of Rawls to achieve algorithmic fairness,
assume his difference principle can be applied to “groups |[...] typically thought
of as the product of a subset of protected attributes, e.g., gender and race.” How-
ever, Rawls’s difference principle' is concerned with income groups, not groups
defined by protected attributes. In Rawls’s framework, the “worst oft” refers to
those with the least income or wealth, and economic inequality is allowed only if
it benefits the absolute position of that socioeconomically disadvantaged group.
It should be apparent, then, that scholars should tread carefully when applying
Rawls’s ideas to AI fairness.

One aim of this paper is not only to urge Al fairness scholars to exercise cau-
tion when applying Rawlsian concepts, like the difference principle or the veil of
ignorance, but also to argue a stronger claim: fundamentally, Rawls’s theory is ill-
equipped to address biases related to race, gender, and other forms of discrimina-
tion in AL This is partly because Rawls abstracts from structural power - a type
of power implicated in racism, sexism, and other -isms" - but also because his
ideal and nonideal theories are not designed to tackle specific instance of social
injustice (like biased machine-learning outputs). Though A. John Simmons'? has

7 F Barsotti, R.G. Koger, MinMax Fairness, op. cit., p. 961. It is also too big a jump to go from
Rawls’s Theory of Justice — which concerns the two principles of justice that Rawls argues should
govern the basic structure of society (e.g., the constitution) — to immediately proposing that
Rawls’s two principles ought to constrain the outputs of a machine-learning algorithm. Iason
Gabriel, in his Toward a Theory of Justice for Artificial Intelligence, points out that technology
(and Al, in particular) cannot be assumed to be part of the basic structure — i.e., it cannot be
assumed to be the part of the subject of Rawls’s two principles of justice — but Gabriel argues
strongly for its inclusion. See I. Gabriel, Toward a Theory of Justice, op. cit.

8 E Barsotti, R.G. Koger, MinMax Fairness, op. cit., p. 964.

® AKX Jorgensen, A. Segaard, Rawlsian Al Fairness Loopholes, op. cit., p. 1187.

10 J. Rawls, A Theory of Justice, Harvard University Press, Cambridge, MA, 1971, p. 83.

' T define racism and sexism much like Iris Young understands them. She views “racism” as a sys-
temic and structural phenomenon that marginalizes and disadvantages racial groups. This oc-
curs through institutional practices, cultural norms, and social policies that perpetuate racial
inequalities. Racism, in this sense, goes beyond overt discrimination or prejudice and includes
the ways societal institutions maintain and reproduce racial hierarchies. Similarly, “sexism,” in
Young’s view, is a structural form of oppression that subordinates women and reinforces gen-
der roles through societal norms, institutions, and practices. Not limited to individual acts of
discrimination, it furthermore encompasses the pervasive behavioural norms that perpetuate
gender inequality and limit women’s opportunities.

2 A.J. Simmons, Ideal and Nonideal Theory, “Philosophy & Public Affairs” 2010, Vol. 38, pp. 5-36.
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argued that Rawls’s theories are not suited to addressing specific social injustices
outside the context of Al this critique is yet to be articulated in AI fairness lit-
erature. I will articulate it here, as it is vital to prevent scholars from misapplying
Rawls’s theories to challenges his work is not equipped to solve.

A second aim of this paper is to propose Iris Marion Young’s critical theory of
social justice as an alternative to Rawls’s theory. Unlike Rawls’s, Young’s theory
is deeply connected to sociological accounts of structural power. I will show that
engagement with structural power is essential for evaluating unfairness in Al
decision-making, making Young’s theory the preferable approach. Crucially, her
theory provides the conceptual tools to expose the very -isms that are reproduced
in the AI outcomes that draw the most media criticism - such as gender-biased
recruitment,” racist image classification,"* antisemitic messaging,”” and over-po-
licing of certain ethnicities.'®

I proceed as follows. In section 2, I provide Rawls’s accounts of what is “just,”
what is “unjust,” and what is “permissible,” and I clarify that these accounts are
not intended to deal with single instances of unfairness. Notably, none of Rawls’s
accounts (of what is “just,” “
we consider structural power, using an example to illuminate some of its com-
plexities, along with some of the consequences it can have for those disadvan-
taged by it. That elucidation helps confirm that Rawls’s theory is not equipped to
attend to the kinds of injustices that worry Al ethicists. Its disregard for struc-
tural power may prompt philosophers to seek a theory that does engage with it.
In section 4, we turn to one such theory - Young’s feminist critical theory. We
note its ability to capture the power that resides at what Anthony Giddens calls
the level of “practical consciousness.” Moreover, we examine its engagement with
discursive consciousness-raising spaces — that is, the spaces in which structural

unjust,” etc.) refer to structural power. In section 3,

3 Reuters, Amazon Ditched AI Recruiting Tool that Favored Men for Technical Jobs, “The Guard-
ian,” 11.10.2018, URL: https://www.theguardian.com/technology/2018/oct/10/amazon-hiring-
ai-gender-bias-recruiting-engine.

" M. Zhang, Google Photos Tags Two African-Americans as Gorillas through Facial Recognition
Software, “Forbes,” 1.07.2015, URL: https://www.forbes.com/sites/mzhang/2015/07/01/google-
photos-tags-two-african-americans-as-gorillas-through-facial-recognition-software/.

5 S. Buranyi, Rise of the Racist Robots: How Al Is Learning All Our Worst Impulses, “The Guard-
ian,” 8.08.2017, URL: https://www.theguardian.com/inequality/2017/aug/08/rise-of-the-racist-
robots-how-ai-is-learning-all-our-worst-impulses.

¢ CBCRadio, Police Are Considering the Ethics of AL Too, 21.09.2018, URL: https://www.cbc.ca/ra-
dio/spark/tech-in-policing-1.4833189/police-are-considering-the-ethics-of-ai-too-1.4833194.
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oppression has historically found its voice. The attributes of Young’s critical the-
ory not only enable us to conceptualize structural power but also equip us with
the tool - namely, consciousness-raising spaces — that could help liberate society
from its various -isms. In section 5, we investigate the implications of these in-
sights for AI decision outcomes. We also address potential objections. Section 6
offers concluding remarks.

2. Rawls’s Ideal and Nonideal Theories of Justice

Rawls’s theory of “justice as fairness” argues that a just society (i) institutes socio-
economic inequalities only if they benefit the “worst off,” and (ii) ensures all mem-
bers have equal basic liberties and fair equality of opportunity. This is achieved
through abstractions like the “original position™” and “veil of ignorance,”® where
rational individuals would choose these two principles of justice when they are
unaware of their own social status or of their own personal characteristics and
talents.

Some philosophers argue that Rawls’s theory is ill-equipped to address issues
like sexism, racism, and other -isms. It “abstracts from the determinate content of
social life,”” they say, ignores “the importance of social groups,” and is mute on
how “to rectify [racial] injustices that have already occurred.”*! Rawls, of course,
offers us an ideal theory of justice (as outlined above) — but also a nonideal theory.
His ideal theory elucidates an abstract conception of justice, whilst his nonideal
theory articulates how to move us closer to it — without that nonideal theory nec-
essarily attempting to eliminate particular instances of injustice, such as -isms.
This requires some explanation.

In his ideal theory, Rawls articulates the constitutional principles that citizens
would choose from behind a veil of ignorance, that is, choose under conditions
where potential biases influencing their judgment are hidden from view. Rawls

7 J. Rawls, A Theory of Justice, op. cit., pp. 118-194.

8 Ibid., pp. 136-141.

¥ L. McNay, Recognition as Fact and Norm: The Method of Critique, in: Political Theory: Methods
and Approaches, eds. D. Leopold, M. Stears, Oxford University Press, Oxford 2008, p. 87.

2 1.M. Young, Justice and the Politics of Difference, Princeton University Press, Princeton 1990,
p- 27.

2 See C.W. Mills, Retrieving Rawls for Racial Justice? A Critique of Tommie Shelby, “Critical Phi-
losophy of Race” 2013, Vol. 1, No. 1, p. 2 (italics removed).
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says that the principles so derived are “just” and that they represent the ideal to
which a society ought to strive if it is to be said to be a “just” society.

Simmons, in his essay Ideal and Nonideal Theory,” responds to the complaint
that Rawls’s nonideal theory is silent on real-world problems, such as historical
slavery,® and resource scarcity** — and his response is: it’s not meant to speak to
such problems. Rawls’s nonideal theory does not concern itself with removing
single instances of injustice per se — where such instances might include crime,
or an -ism. Its purpose, instead, is to do what is required to move society from
less-than-just to (Rawls’s notion of) “just,” as long as the actions that are taken
to carry out that move are “morally permissible,” “politically feasible,” and likely
to succeed.” Simmons acknowledges that Rawls is vague on those three con-
ditions.”® What matters for present purposes, though, is that Rawls’s nonideal
theory endorses attending to an -ism only if doing so moves us closer to his ideal.
Indeed, non-intervention, or even introducing a new -ism, is permissible, if it is
thought to be the necessary transitional path for a society to ultimately achieve
(Rawls’s) “just” state.”

We can now say the following about Rawls’s framework. A society is “just”
if it has fully realized his two principles of justice. It is “unjust” if it hasn’t. It is
“permissible” to not intervene to address an -ism.

Furthermore, assessments of what is “just,” “unjust,” or “permissible” can be
made without considering structural power, or engaging with discourses about
lived experiences of it. I contend that this omission is problematic (at least for our
present purposes of considering racist etc. outcomes). I am not alone in contend-
ing this.*® We will consider an example in which structural power is in play — not

2 AJ. Simmons, Ideal and Nonideal Theory, op. cit., p. 19.

2 C.W. Mills, “Ideal Theory” as Ideology, “Hypatia” 2005, Vol. 20, No. 3, p. 168.

2 C. Farrelly, Justice in Ideal Theory: A Refutation, “Political Studies” 2007, Vol. 55, p. 853.

# ] Rawls, The Law of Peoples, Harvard University Press, Cambridge, MA, 1999, p. 89.

% A.J. Simmons, Ideal and Nonideal Theory, op. cit., p. 19.

¥ For support for this interpretation of Rawls’s view, and an elaboration of it, see ibid., p. 23.

2 See .M. Young, Structure as the Subject of Justice, in: .M. Young, Responsibility for Justice, Oxford
University Press, Oxford 2011, https://doi.org/10.1093/acprof:0s0/9780195392388.003.0002,
where she argues that structural power is the subject of justice, and that pace Rawls his basic
structure in his conception of the Just ought to factor it in. Also see L. McNay, Recognition as
Fact and Norm, op. cit., pp. 85-105, where the author offers a critique of the kind of idealized
normative reasoning we find in Rawls’s theory in the first section, and in the latter part of her
paper she challenges Jiirgen Habermas to attend more carefully to the effects of structural power
in his communicative ethics.
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just to highlight the problem of omitting it, but also because the example helps
convey what the complex phenomenon of structural power looks like, along with
some of the impacts that it has — impacts which, I hope to show, cannot pace
Rawls be assumed to have nothing to do with an assessment of what is just, un-
just, or morally permissible in our existing social arrangements.

3. Structural Power: An Illustrative Example

In the days that followed Martin Luther King’s assassination, Jane Elliot, a third-
grade schoolteacher in a small rural town in Iowa, exasperated by the persistent
cycles of racism within America, felt that she needed to help her classroom stu-
dents understand racism in a more meaningful way. She had spoken to them
about discrimination in the past. But now she wanted them to sense the anguish
of the racially discriminated Other, to feel their despair, “to walk in [...] [their]
moccasins”, as she put it.”

Elliot divided the students into two categories based on their eye colour. She
then announced, “Blue-eyed people are better than brown-eyed people. They are
cleaner than brown-eyed people. They are more civilized than brown-eyed people.
And they are smarter than brown-eyed people.”*® The blue-eyed children, she add-
ed, are to receive an extra five minutes to play at lunchtime, whereas brown-eyed
children are barred from playing on the playground equipment from hereon in.

Suppose that Ms Elliot furthermore segregates the classroom, confining the
brown-eyed children to the back left corner, and only allowing blue-eyed chil-
dren to sit at the front. In the days and weeks that follow, Suzy, a particularly
intelligent (brown-eyed) student never seems to get seen by Ms Elliot when she
raises her hand, perhaps because Ms Elliot has grown accustomed to not looking
towards that section of the room when she asks a question.*

The above example allows us to provide an initial outline of what structural
power looks like. To be clear, brown-eyedness (and blue-eyedness) goes beyond
mere “colour” here - it’s not about a relationship between one’s iris and the sur-

#  PBS Frontline, A Class Divided, “CosmoLearning” 1985.

0 Ibid.

' This is analogous to what happened at Amazon when female job applicants (who can be said to
have been “putting up their hand for a job opportunity”) were screened out by the AI used by
Amazon for recruitment purposes. See Reuters, Amazon Ditched Al Recruiting Tool, op. cit.

81



Neomal Silva

rounding light. Rather, at least in part, brown-eyedness acquires social signifi-
cance within this classroom context in relation to blue-eyedness - that is, brown-
eyedness is not blue-eyedness. Each of these social categories emerges as a social
construct intricately interwoven with the discourses generated, perpetuated,
compounded, and sometimes contested, by the students, and of course, their
teacher. There is a dialectical interchange between the social categories and class-
room power dynamics themselves: the categories are created by power dynamics
(primarily constructed and imposed, as they were, by the teacher herself), and
the categories themselves reinforce and exacerbate those power dynamics (by
structuring the teacher-student and student-student interactions). The concept
of power between social categories, such as “blue-eyedness” and “brown-eyed-
ness,” plays a significant role in understanding the advantages or disadvantages
that members of those social categories encounter — not just the possibility of
using the playground equipment, but, as Suzy finds, the power to be seen, heard,
respected, and listened to as an equal.*

The classroom with its eye-ism is analogous to actual societies riddled with
the structural power of various -isms.*® Rawls’s theory remains unswayed by such
power, though. The above situation is “unjust” on his account. However, that is
not due to the existence of eye-ism - but to the non-realization of Rawls’s two
principles of justice. Furthermore, as Simmons argues in his reading of Rawls,
it would be “impermissible” to remove eye-ism if that resulted in Raymond re-
belling against its removal by rallying his blue-eyed compatriots to beat up the
brown-eyes and strip them further of basic liberties.

There are two messages that one can take from this. There are many non-
political-theorists and activists®** who study Al bias, and our first message is for
them. Already troubled by racist image classification, sexist CV filtering, etc. —
they might now also be exasperated to learn that Rawls’s theory would not judge

32 As Lois McNay points out in her critique of Habermas’s ideal speech situation, power dynamics
permeate interpersonal exchanges, existing before them and continuing throughout. See
L. McNay, Recognition as Fact and Norm, op. cit., pp. 85-105.

# We will treat the “classroom” as though it is a “state” as we work through our reasoning - since
Rawls’s theory of justice applies to states (rather than classrooms).

3 Inreferring to “activists,” I have in mind scholars like Joy Buolamwini (Founder of the Algorith-
mic Justice League) — who self-identifies as an activist — but also researchers like Timnit Gebru
(co-founder of Black in AI), Deborah Raji, and Safiya Noble (who says in her book Algorithms
of Oppression that she hopes to end social injustice and change the perception of marginalized
people in technology).
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any of those AI outcomes to be “impermissible” in and of themselves. Our analy-
sis hopefully makes clear that Rawls’s theory is ill-suited to realize their aims. His
theory is fit-for-purpose if one’s purpose is to clarify what (in Rawls’s view) the
most perfectly just society looks like. However, it is not the correct tool if your
task is to eliminate particular injustices (such as those that arise in AI decision-
making). The second message is to philosophers, concerned that Rawls’s frame-
work ignores structural power if it is called upon to determine the permissibility
of AT outcomes. This does not, of course, mean that structural power can be as-
sumed to have an impact on its moral permissibility — only that it perhaps should
not be ignored from the outset. For that reason, they may wish to turn to critical
theory, which can consider, and critically analyse, power, when it decides on the
moral permissibility of Al outcomes.

4. Young’s Feminist Critical Theory

A critical theoretical approach, such as that of Iris Marion Young, is dialectically
linked to sociological analysis. An assessment of the social injustice of an interper-
sonal arrangement, she maintains, demands a social theory about the structural
power within it. Young relies on Anthony Giddens’s theory of structuration,® as
well as Pierre Bourdieu’s concept of habitus, to theorize -isms, making normative
recommendations on its basis — rather than in the abstract.

A thorough account of her interpretation and fusion of those two social theo-
ries can be found in her essay Structure as the Subject of Justice.* People in a social
setting follow certain “rules” of engagement, many of which are implicit, but for
which one risks sanction if violated; for example, queue jumping; or not saying
“please” when asking a favour. When people’s following of such rules is implicit,
it can be said to take place at the level of “practical consciousness” — meaning
the actor performs the action, without being able unambiguously to explain its
logic. Furthermore, within a social setting, a person has what Giddens calls “re-
sources” — understood (at the societal level) as both the material items one relies
upon to create and produce physical goods and technologies, and the nonmate-

¥ A. Giddens, The Constitution of Society: Outline of the Theory of Structuration, Polity, Cambridge
1986.
% 1.M. Young, Structure as the Subject of Justice, op. cit.
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rial social skills that bolster a person’s social power (where the latter skills could
include gravitas, and the ability to persuade or manipulate others).”” Those people
in a social setting who understand its rules, and possess more resources, can be
said to more powerful than those who don’t.

Across her body of work, Young seeks to address the concerns of social groups
within contemporary American society.® A “social group” is not a mere collec-
tion of individuals. It is a socially salient category that structures relations be-
tween “those to whom the category attaches” and “other people within the social
setting” — relations that can be described in terms such as discrimination, stereo-
typing, stigmatization, exclusion, socioeconomic disadvantage, and other forms
of disadvantage. The social groups that focus Young’s critical theory of contem-
porary American society include “Blacks, Latinos, American Indians, poor peo-
ple, lesbians, old people, [...] the disabled”** and, of course, women. Throughout
her Justice and the Politics of Difference, Young argues that such citizens tend
to possess fewer resources, and find themselves in social settings in which they
are less adept at following the settings’ rules than the dominant group. In other
words, they are less powerful due to their social group membership. I do not
find this claim controversial. There are many examples of such power differen-
tials, including those that tie to perceived rule violation by the Other: as Mary
Hawkesworth notes, the implicit “rules” of discourse for members of parliament
in Britain, Canada, and Australia can be characterized as “loud, aggressive, and
combative” and can include “screaming, shouting, and sneering that can create
no-win situations for women members. Women who adopt this combative style
are ridiculed and patronized by their male counterparts, whereas women who

¥ Tuse the word “social power” here in Keith Dowding’s sense, as that is the kind of power Young
seems to be referring to, when she speaks of “power over others by means of mobilizing threats
of sanction or offers of desired goods”; see I.M. Young, Structure as the Subject of Justice, op. cit.,
p. 61. Dowding’s concept of “social power” includes the ability not just to threaten but to per-
suade A, such that A changes their preference structure to bring about an end that is different to
that of A’s initial preference structure. See K. Dowding, Encyclopedia of Power, SAGE, Thousand
Oaks 2011, pp. 616-619.

¥ In the opening paragraph of Justice and the Politics of Difference, she declares social groups as the
focus of her philosophical inquiry and then in Equality of Whom? Social Groups and Judgments of
Injustice, she challenges the assumption “that the units we should be comparing when we make
judgments of inequality are individuals”; see .M. Young, Equality of Whom? Social Groups and
Judgments of Injustice, “The Journal of Political Philosophy” 2001, Vol. 9, No. 1, pp. 1-18; and
L.M. Young, Justice and the Politics of Difference, Princeton University Press, Princeton 1990, p. 3.

¥ 1.M. Young, Justice and the Politics of Difference, op. cit., p. 14.

84



Justice and Al Fairness: John Rawls and Iris Marion Young...

opt for a more demure, consultative, and collaborative style are labelled ‘weak’ or
‘unfit’ for the job.™?

In her earlier work, Justice and the Politics of Difference, Young argues that
sexism and other -isms occur at the level of practical consciousness - in the aver-
sive (perhaps unintended) reactions one might have to the Other, including sexist
acts,” homophobia,** ageism and ableism,* and racism.** Insofar as Giddens’s
notion of practical consciousness is tied to unverbalizable rule-following, I take
Young to mean that these aversive sexist (and so on) reactions are themselves the
silent enactment of certain “group-focused routines.” This is what can be under-
stood when she says that racism etc. is “enacted in [US] society [...] in informal,
often unnoticed and unreflective speech, bodily reactions to others, conventional
practices of everyday interaction and evaluation, aesthetic judgments, and the
jokes, images, and stereotypes pervading the mass media.™®

By the time she wrote Structure as the Subject of Justice, Young seems to have
“add[ed] some dimensions™’ to this - in particular, Bourdieu’s notion of “habi-
tus,” wherein bodily comportments, reactions, tastes, and preferences — strati-
fied by class, wealth, and other socially salient categorizations - silently signal
one’s social position to others in such forms as voice, gesture, and a preference
for, for example, scotch over beer (or vice versa). This represents an important
complement to her account of -isms, showing how habitus, for example in the
form of one’s desire to find an apartment in a (white) middle-class neighbour-
hood (“where others like me live”), “(unconsciously) operates to reproduce struc-
tural inequalities” — where “structural inequalities” refer to “categorical inequali-
ties, typically along the lines of class or class fraction, race, gender, ability, and
sometimes ethnicity.™®

The potential for social liberation from -isms - that is, for the elimination
within contemporary society of racism, sexism, and so on - is available via
Young’s adoption of Giddens’s conceptual tool of structuration. For much of

K. Dowding, Encyclopedia of Power, op. cit., p. 255.

1 1.M. Young, Justice and the Politics of Difference, op. cit., p. 133.
2 bid., p. 146.

“ Tbid., p. 147.

4“4 Tbid,, p. 151.

4 Ibid., p. 146.

 Tbid., p. 148.

¥ See I.M. Young, Structure as the Subject of Justice, op. cit., p. 62.
4 Ibid., p. 59.
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the 20th century, social theorists had tended to coalesce around either an agent-
centric paradigm, wherein individual actions are conceptualized as autonomous
and largely unconstrained, or one that is structure-centric, in which structures
of power constrain/determine human behaviour. Giddens’s structuration, on the
other hand, recognizes a duality: structure shapes human action, yet it is simul-
taneously and recursively constructed by those human actions. It is this latter as-
pect that suggests that humans have the capacity to alter their actions, to change
their behaviours - including those actions and behaviours that reproduce -isms
at the level of practical consciousness. Of course, the fact that they play out in-
advertently poses a challenge: if humans are unaware of their racist, sexist, etc.,
tendencies, how can they correct them? The solution is to raise consciousness, to
bring that which is inadvertent to the level of discursive consciousness — where
discursive consciousness is understood as a level of experience where actors know
what they are doing and can provide reasons for their behaviour. Consciousness-
raising happens through social groups gathering to discuss their experiences of
being treated as the Other - with recognition of common themes shared across
their experience, and a vocabulary with which to describe it, emerging in their
discussions. That occurred with the women’s movement in the 1960s, and with
the Black liberation movement in the late 1960s. Miranda Fricker provides an ex-
cellent example that sheds light on how consciousness-raising works: when wom-
en endured sexualized comments in the workplace etc., prior to the 1960s it was
brushed aside as “flirting” or “harmless fun”; but when several women came to-
gether to discuss similar experiences, they began to develop a vocabulary around
it - calling it “sexual harassment” — and eventually bringing/raising awareness of
the wrongness of such behaviour to the level of men’s discursive consciousness.*

Let us take stock. It should be apparent, at this point, that Young’s critical theory
grounds the justness or injustice of a social arrangement/outcome in a social theory
of structural power. She provides a suite of concepts and tools that philosophers
could draw upon to normatively reason about socially unjust outcomes - includ-
ing, structural power; social groups and their experience of -isms; practical con-
sciousness; consciousness-raising activities; and Giddens’s structuration. Crucially,
the incorporation of consciousness-raising spaces within her framework provides
the mechanism for racist, sexist, etc., behaviours to be “named” - for example,

* M. Fricker, Epistemic Injustice: Power and the Ethics of Knowing, Oxford University Press, Ox-
ford 2007, pp. 150-151, https://doi.org/10.1093/acprof:0s0/9780198237907.001.0001.
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as “sexual harassment,” as we saw in Fricker’s account. Left unnamed, they go
undetected - and the behaviours continue unabated, re-enacted in society (as was
the case with the inappropriate, sexualized comments that were part of workplace
culture before women’s groups called them out, and male managers were sent
to workplace gender-awareness workshops). And, insofar as such behaviours are
re-enacted in society, they are more likely to be reproduced in AI outcomes. It is
worth highlighting the robustness of Young’s account. Not only does it give us the
concepts with which to ideate racism, sexism, and other -isms - it also provides
the tool that helps counter (and perhaps one day eliminate) them.

Furthermore, her consciousness-raising spaces can nourish the moral de-
liberations of philosophers. When morally relevant facts rise to discursive con-
sciousness, philosophers have a broader array of facts to contemplate. Addition-
ally, they gain the capacity to censure the behaviour of any perpetrators who,
though now aware, are nonetheless unmoved.

5. AI Outcomes

I have shown that, when a social outcome implicates racism, sexism, and other
-isms, an assessment of its injustices necessitates the use of a critical theory and
an account of structural power. However, insofar as this approach tackles -isms
tout court, advocacy for it would seem to hold even without Al

Does anything change when we apply the approach to AI? Certainly, AI com-
pounds the issue, reproducing those -isms in its outputs. Further, given the opac-
ity of neural networks, we might not understand why that has happened (at least
at the level of/inside the black box). However, the social theory within Young’s
account allows us to better understand the social phenomena that caused the
racist, sexist, etc., Al outputs. As we have seen, an integral part of Young’s critical
theory is the value it gives to consciousness-raising spaces. Insofar as conscious-
ness-raising helps curtail inadvertent sexism, racism, etc., and insofar as those
-isms are moral wrongs that ought to be curtailed, it follows that consciousness-
raising spaces ought to be developed and maintained to help identify and address
instances of Al bias.

But how would consciousness-raising activities help here? How would they
ameliorate the detection and redress of Al bias? Such bias sometimes only comes
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to light when historically marginalized people have a “hunch” that the algorithm
is treating them differently. Without consciousness-raising activities, that hunch
may remain undisclosed; it may even remain unidentified as a phenomenon -
silently and unwittingly endured by marginalized people as “an inconvenience,”
rather than a form of “discrimination” or “harassment.”® Consciousness-raising
activities, on the other hand, provide a forum for discussing such hunches, shar-
ing adverse experiences, and identifying patterns of Al bias. This process allows
for the feedback of identified bias to AI developers. For example, African Ameri-
can and Hispanic communities could discuss the impacts of predictive policing
and parole review Al systems on their lives; by sharing their individual experi-
ences of (what at first may seem like) “unfortunate” parole denials, a pattern be-
comes discernible and (racial) bias becomes apparent.

One important question to consider is whether consciousness-raising activi-
ties replace existing mechanisms for addressing Al fairness, or do they comple-
ment them. Consider some existing mechanisms for addressing Al fairness:

— COMPAS, an Al tool used to predict recidivism, was shown to be biased
against Black offenders — prompting the development of a race-neutral ver-
sion of the algorithm.”!

— Some companies deploy “gender decoders” to analyse job descriptions and
detect subtle language biases that may deter women from applying - terms
like “executes” or “competitive” might be flagged as masculine-coded.*

— To counteract the over-representation of certain groups in training data,
re-sampling techniques may be used to ensure more balanced representa-
tion - as seen with facial recognition technologies.

Whilst these existing mechanisms may be effective to some extent, conscious-

ness-raising activities can enhance their effectiveness by alerting AI developers
to instances of Al bias and the need for such interventions.

** This is analogous to the experience for many women in the 1950s who faced inappropriate,
sexualized behaviour from male colleagues. At the time, such behaviour was often dismissed
as “flirting” and considered an “inconvenience” by some female colleagues. It was only later,
through consciousness-raising activities and the sharing of experiences, that they came to rec-
ognize and identify these behaviours as “discrimination” and “sexual harassment.”

' J. Angwin et al., Machine Bias, in: Ethics of Data and Analytics: Concepts and Cases, ed. K. Mar-
tin, Auerbach Publications, Boca Raton 2016, pp. 254-264.

32 K. Crawford, T. Paglen, Excavating AI: The Politics of Images in Machine Learning Training Sets,
“AI & Society” 2021, Vol. 36, pp. 1105-1116, https://doi.org/10.1007/s00146-021-01162-8.
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That said, some existing Al fairness mechanisms face legal constraints be-
cause they often require access to sensitive attributes (such as gender or ethnicity)
that privacy laws may ringfence.” In this context, consciousness-raising activi-
ties could offer a viable alternative. Instead of mining sensitive data to detect bias
or demonstrate compliance with fairness standards, AI developers can engage
with discursive consciousness-raising forums. These forums bring attention to
biases related to gender, ethnicity, and other protected traits, allowing developers
to identify issues through participant feedback® rather than through direct ac-
cess to sensitive information.

Let’s consider a potential objection to the analysis presented in this paper.
The paper explored two possible approaches to appraising the justness or in-
justice of Al outcomes: Rawls’s and Young’s. A critic might ask: there are other
abstract theories within political philosophy other than Rawls’s — why consider
his? Our answer is twofold. First, that we can’t not consider him. His theory has
become the dominant ideal theory in political philosophy over the past 50 years,
shaping the thinking of many contemporary political philosophers. By engag-
ing with Rawls, we interact with how a substantial portion in the field approach
questions of justice and injustice. Second, AI scholars have already reached for
Rawls’s theory to answer questions about Al-exacerbated social injustice. Indeed,
as Jorgensen and Segaard note, “Researchers and industry developers in artificial
intelligence (AI) and natural language processing (NLP) have uniformly adopted
a Rawlsian definition of fairness.” One reason I assessed Rawls’s theory within
this paper was to make clear that it cannot answer the sorts of questions that
worry many who study Al bias. Our analysis is intended to save them time and

*  Yan et al. make this point too; see S. Yan, H.-T. Kao, E. Ferrara, Fair Class Balancing: En-
hancing Model Fairness without Observing Sensitive Attributes, “Proceedings of the 2020
ACM Conference on Fairness, Accountability, and Transparency” 2020, p. 1715, https://doi.
org/10.1145/3340531.3411980.

Of course, a form of feedback collection already exists within Al a user may be presented with
a short, in-app survey or with a prompt to rate the fairness of the app; an app may include a “Re-
port bias” button; or the AI system might monitor user behaviour, noting that the user frequent-
ly overrides Al recommendations. But, whereas these existing mechanisms entail feedback from
a single user, the consciousness-raising feedback is from many users, who, through the process
of communicating their shared experience with one another, have clarified the phenomenon of
group bias.

> AXK. Jorgensen, A. Segaard, Rawlsian Al Fairness Loopholes, op. cit., p. 1185.
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effort - steering them away from a philosophical path that cannot speak to the
issues they seek to tackle within Al fairness.

Consider a second query about the paper. The critic might acknowledge that
Young’s theory indeed considers structural power, but then ask: but why should
we? At one level, we can respond that, unless we do, we cannot grapple with those
AT outcomes that implicate and reproduce structural power inequalities. But let’s
consider the critic’s query more deeply. Perhaps they are saying that, insofar as
structural racism, sexism, etc., are inadvertent, we cannot assign moral blame/
culpability to anyone for them - as such, we should ignore -isms in our delib-
erations about the moral permissibility of AI outcomes. My response is that this
suggestion fails to grasp the interplay between Giddens’s notion of structuration
and the revelatory effects of consciousness-raising activities. The latter provides
actors with information and insights that allow them to recognize their actions
and reflect on them. The former shows us that agents retain agency - they can
change their actions; and insofar as persons can change a morally impermissible
or unjust action, we can hold them responsible - indeed, we could blame them,
even (once we conduct appropriate moral deliberations that weigh any mitigating
factors that could account for their inaction).>

6. Conclusion

Many scholars have engaged with Rawls’s justice as fairness when studying Al
fairness. We showed, though, that Rawls’s theory, lacking a sociological theory
of structural power, was not fit for that purpose - but that it was never intended
for that purpose, either: it is supposed to move us towards Rawls’s ideal version
of justice, rather than to address, and move us away from, any particular -ism

¢ Tetyana Krupiyu argues that we ought to recognize the computer/data scientist’s contribution to

AL rather than just thinking of the algorithm and its outputs, since this helps “capture the fact
that computer scientists make subjective decisions in the course of creating the architecture that
enables the AT decision-making process to collect, aggregate and analyse data. [...] Often, the
decisions of computer scientists are hidden and reflect a particular understanding of the world.
For example, computer scientists make assumptions when deciding how to represent a person
in a model” (T. Krupiyu, A Vulnerability Analysis: Theorising the Impact of Artificial Intelligence
Decision-Making Processes on Individuals, Society and Human Diversity from a Social Justice Per-
spective, “Computer Law & Security Review” 2020, Vol. 38, 105429, https://doi.org/10.1016/
j.clsr.2020.105429, p. 8 of 25).
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injustices. This revelation allowed us to conclude that AT ethicists should not look
to Rawls when they ask questions about AT decisions that are racist, sexist, etc.

On the other hand, we showed that Young’s approach, drawing on a sociologi-
cal theory of structural power, is well-suited to the task. Her concept of practical
consciousness, as we saw, accounted for unspoken, pernicious aspects of racism,
sexism, and so on. Moreover, Young’s device of consciousness-raising activities,
as I showed, can illuminate and “name” unjust behaviours. That can, as I argued,
nourish philosophers’ moral reasoning about AI outcomes that are racist, sexist,
etc. It can, also, as we saw, help remove the racism, sexism, and other -isms that
get reproduced in Al outcomes.
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Abstract: This paper develops a framework for understanding autonomy and moral agency in
hybrid human-AI systems. We begin with an examination of the autonomous vehicle “trolley
problem,” a problem for how the Al in autonomous vehicles should be programmed. This scenario
reveals a fundamental distinction between computational reasoning, where Al excels, and social-
moral judgement, where human capabilities remain essential. The autonomous vehicle scenario
exemplifies broader challenges in human-AT collaboration. Purely computational approaches to
moral decisions prove insufficient, as they lack the social understanding and attentive care char-
acteristic of human judgement. This insufficiency becomes particularly apparent in applications
attempting to replicate human social relationships, where the absence of what Ellen Ullman in her
article Programming the Post-Human: Computer Science Redefines “Life” on posthumanism terms
genuine “presence” and mutual recognition creates risks of diminishing rather than enhancing
human capabilities. By examining these cases, this paper develops principles for responsible inte-
gration of Al capabilities while preserving meaningful human agency.

Key words: agency, Al shared, autonomy, team, distributed, emergent, moral

1. Introduction*

As artificial intelligence (AI) systems increasingly perceive, decide, and act
alongside us, agency is no longer the property of a single rational subject. Con-
sider the cases of autonomous vehicles that decide whether to swerve into pedes-
trians; social robots that promise unconditional companionship; and chatbots
that counsel teenagers in distress. In such cases, action is distributed across bio-
logical beings and computational artefacts whose capacities are neither identical
nor interchangeable. Most analyses respond by asking which component “really”

Max Parks would like to give credit to and thank Mark Allison (University of Michigan, Flint)
for the images included in this paper.
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makes the choice or which optimization rule should be encoded. While AI sys-
tems can calculate probable outcomes with precision, they lack what Ellen Ull-
man identifies as authentic presence: the capacity for genuine moral understand-
ing and social recognition that characterizes human moral judgement.! Moral
life originates not in detached calculation but in relations of care, the networks
of attention, dependency, and mutual recognition through which human beings
sustain one another.”

Standard approaches in Al ethics find the correct decision rule, embed it in
software, and verify compliance. That works adequately for narrowly technical
harms (for example, data leakage), but it fails in situations where the quality of at-
tention and responsiveness is itself the morally salient variable. A self-driving car
that minimizes expected fatalities may still wrong its passenger if the passenger
never consented to being sacrificed, just as a companion robot that recognizes
and responds to a lonely elder’s mood may still erode her well-being by displacing
human contact. Neither outcome registers as a violation within purely utilitarian
or deontological spreadsheets, yet both reflect a failure to honour the vulnerabil-
ity and relational needs of the people involved.

Feminist ethics of care offers a vocabulary built precisely for these failures. Care
theorists begin from the fact of universal dependence: all persons spend portions
of their lives relying on the skill and goodwill of others. Moral agency therefore
consists in attending to, interpreting, and meeting concrete needs within asym-
metric relationships.® Care is neither sentimental attachment nor unpaid domes-
tic labour; it is a socio-material practice marked by attentiveness, responsibility,
competence, and responsiveness.* From this standpoint, the central issue about
AT and agency is not whether machines can become moral agents but whether
their deployment enlarges or diminishes the practices through which people rec-
ognize and satisfy one another’s needs.

»

! E. Ullman, Programming the Post-Human: Computer Science Redefines “Life”, “Harper’s Magazi-
ne” 2002, Vol. 305(1829), pp. 60-70.

2 V.Held, The Ethics of Care: Personal, Political, and Global, Oxford University Press, Oxford 2006;
J. Tronto, Caring Democracy: Markets, Equality, and Justice, New York University Press, New
York 2013.

*  N. Noddings, Caring: A Relational Approach to Ethics and Moral Education, 2nd ed., University
of California Press, Berkeley 2013; E.F. Kittay, Loves Labor: Essays on Women, Equality, and
Dependency, Routledge, New York 1999.

* J. Tronto, Caring Democracy, op. cit.
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A complementary strand, relational autonomy, sharpens the point. Autonomy
is not the self-sufficient exercise of will but an achievement realized through so-
cial recognition and answerability.” If an AI-mediated decision leaves no recog-
nizable human capable of apologizing, explaining, or repairing harm, relational
autonomy, and thus moral legitimacy, is compromised even if aggregate utility
rises.

This paper advances a single aim: to develop a care-centric conceptual and
normative framework for hybrid human-AT agency, and to demonstrate its prac-
tical value through two flagship cases, autonomous vehicles and social robots.
Rather than treating care as an add-on to existing control paradigms, we place it
at the centre of analysis, focusing on who is recognized and attended to, how ca-
pacity for relational self-direction is preserved or eroded, and how accountability
lines are maintained.

We focus on autonomous vehicles and social robots because together they span
the continuum from high-stakes physical risk to relational and affective risk, and
both have robust public datasets that allow fine-grained care analysis. Section 2
situates care ethics and relational autonomy against traditional control-centric
theories and explains how technology should instead be evaluated by how it con-
tributes to or facilitates caring relationships. Section 3 applies the framework to
autonomous-vehicle crash scenarios and to therapeutic versus companion social
robots, showing how caring relations are sustained or undermined in each do-
main. Section 4 covers a Care-Impact Assessment template. Section 5 addresses
the many-hands problem, mapping legal responsibility and regulatory instru-
ments onto care chains in both cases. Section 6 concludes by outlining a research
agenda for AI development that keeps caring presence and relational account-
ability at its core.

By foregrounding care rather than control, we argue, designers and policy-
makers can spot ethical failures invisible to optimization metrics, address hidden
inequities in labour and risk, and build hybrid systems that genuinely enhance
rather than erode human well-being.

> C. Mackenzie, N. Stoljar, eds., Relational Autonomy: Feminist Perspectives on Autonomy, Agency,
and the Social Self, Oxford University Press, New York 2000.
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2. Agency in Hybrid Human-AI Teams

2.1. Why Traditional Agency Accounts Falter in Hybrid Settings

Most discussions of machine autonomy inherit an implicit picture from classic
action theory: a single rational subject forms an intention, issues motor com-
mands (or code), and bears responsibility for the outcome.® When Al enters the
loop, scholars typically tweak only the locus of control, asking whether the hu-
man still “pulls the lever” or whether the algorithm does. This control-centric
focus abstracts away the relational context of action. A collision-avoidance al-
gorithm may prevent bodily harm, yet neglect to honour a passenger’s legiti-
mate expectation of having her safety prioritized. Control theory registers only
event-level success or failure, not the relational meaning of those outcomes. At-
tempts to patch control-centric ethics by adding preference retrieval, meta-utility
functions, or “ethical governors” fail to resolve these omissions because the omis-
sions are structural, not parametric. We need an alternative starting point.

2.2. Feminist Ethics of Care and Relational Autonomy

Caring presence. For Virginia Held, the founding act of care is attentiveness: no-
ticing another’s need in its concrete particularity.” The moral failure in many Al
misfires is not malice or mis-optimization but inattention, with no one present
who can see and respond.

Dependency networks. Eva Feder Kittay emphasizes that every individual,
no matter how empowered, participates in chains of dependency.® Children, the
ill, and the elderly rely more heavily on caregivers, and caregivers, in turn, de-
pend on wages, social recognition, and respite. When Al systems replace some
nodes in these chains, the structure of dependency shifts, often invisibly. Relat-
edly, care theory is also concerned with whether deployment of an AI system
reinforces, redistributes, or remediates existing axes of domination, suggesting
that we map who gains free time, whose labour is displaced, and whose safe-
ty is prioritized.’ For example, autonomous-vehicle risk externalities often fall

AR. Mele, Motivation and Agency, Oxford University Press, Oxford 2003.

V. Held, The Ethics of Care, op. cit.

E.F. Kittay, Love’s Labor, op. cit.

N. Bahrami, Algemony: Power Dynamics, Dominant Narratives, and Colonisation, “Al and
Ethics” 2025, Vol. 5, pp. 5081-5103, https://doi.org/10.1007/s43681-025-00734-4.
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on non-driver road users, such as pedestrians, cyclists, gig-economy couriers,
groups already under-served by city infrastructure.

Relational accountability. Catriona Mackenzie and Natalie Stoljar argue for an
account of autonomy as the capacity to live according to values and projects rec-
ognized and supported by others.”” Accountability, in this view, is not just causal
responsibility but answerability, the ability to justify one’s actions to those af-
fected. An opaque optimization routine that sacrifices a passenger severs this line
of answerability.

Whenever we later ask whether an autonomous vehicle or social robot behaves
ethically, we check (a) whether someone or something is attentively present to
concrete need; (b) how the system reshapes dependency networks; and (c) wheth-
er those affected can hold a recognizable agent to account. The empirical and
regulatory analyses in sections 3-5 all map directly onto this triad.

Having set out the three background assumptions - caring presence, depend-
ency networks, and relational accountability — we still need a way to trace how
those values are applied in practice. Joan Tronto’s procedural account of care
does precisely this, breaking the practice into four successive phases."

1. Caring about (attentiveness) — sensors detect hazard but may not register

social meaning (for example, stroller versus shopping cart).

2. Caring for (responsibility) — who is tasked to intervene: the passenger, re-

mote operator, or original equipment manufacturer?

3. Care giving (competence) — does the Al system possess the skills to meet

the need without degrading human skills?

4. Care receiving (responsiveness) — can those affected signal satisfaction or

distress back into the loop?

Taken together, the four phases give us a step-by-step checklist for evaluat-
ing care in practice: first ask who notices need, then who takes responsibility,
whether the system is competent to meet that need, and finally whether those af-
fected can signal satisfaction or distress back into the loop. For example, full self-
driving AI disengagements fail phase 2 (responsibility) when drivers over-trust
automation, and companion robots often fail phase 4 when users cannot register
loneliness once the novelty fades.

1 C. Mackenzie, N. Stoljar, eds., Relational Autonomy, op. cit.
' J. Tronto, Caring Democracy, op. cit.
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2.3. “Care Prosthesis” Metaphor

Andy Clark and David Chalmers famously argue that notebooks or smartphones
can become non-biological parts of cognition when they integrate seamlessly
into task routines.'” Adopting this insight, we propose that AI modules function
ethically when they act as care prostheses, or tools that enhance the caregiver’s
capacity for attentiveness, responsibility, competence, and responsiveness, with-
out eclipsing the relational practice itself.

For example, an autonomous-vehicle perception stack that detects a cyclist
in a driver’s blind spot extends attentiveness. But if the same system unilaterally
executes a passenger-sacrifice trajectory without soliciting consent, it strips the
human of relational accountability. The same hardware can either augment or
erode care, depending on how it is programmed and used.

The prosthesis metaphor imposes a normative limit: a prosthetic limb is valu-
able because it restores agency to the person, not because it can walk away on its
own. Likewise, AI should restore or enhance human caring relations, but when
it claims authority to replace those relations entirely, it crosses the ethical line.

Figure 1 brings the theoretical strands together. Only where computational
capability is integrated with human attentiveness and a channel for relational ac-
countability do we obtain genuine shared autonomy.

Emergent
Hybrid Agency

Al
Capability

Human
Capability |

Figure 1: Emergent agency in human-AlI teams

Source: Mark Allison.

2 A. Clark, D.J. Chalmers, The Extended Mind, “Analysis” 1998, Vol. 58, No. 1, pp. 7-19, https://
doi.org/10.1093/analys/58.1.7.
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3. Autonomous Vehicles: Crash Scenarios and the Politics
of Caring Presence

The autonomous vehicle confronting the trolley problem, choosing between pro-
tecting its passenger or multiple pedestrians,” serves as a paradigmatic case for
examining the limitations of purely computational approaches to moral deci-
sions. Long before the advent of self-driving cars, the trolley problem originated
in philosophical discussions of moral principles and obligations." Initially, the
problem asked whether it is permissible to pull a lever, redirecting a trolley onto
a track that would kill one person to save five others. Philosophers use these sce-
narios to test moral intuitions about permissible harm, double effect, and the
difference between killing versus letting die.

With the rise of autonomous vehicle technologies, the trolley problem became
a practical design concern, as engineers and ethicists alike wonder how to pro-
gram vehicles to respond in collision scenarios where fatalities may be unavoid-
able. Maximilian Geisslinger et al. reject pure utilitarian or deontological ap-
proaches, instead advocating for an “ethics of risk” framework that combines
three principles: minimizing overall risk, ensuring equality in risk distribution,
and protecting the worst-off."” They argue this provides a better way to handle
inevitable uncertainty in driving scenarios. Chiara Lucifora et al’s experimen-
tal study reveals an important gap between “hot” immediate moral decisions
made while driving versus “cold” deliberative choices made with time to reflect.'
Their findings suggest that while people tend towards utilitarian choices in the
moment, they incorporate broader moral considerations like family values and
social roles when given time to deliberate; however, it is not obvious how this
should inform autonomous-vehicle programming.

B S. Nyholm, J. Smids, The Ethics of Accident-Algorithms for Self-Driving Cars: An Applied Trol-
ley Problem?, “Ethical Theory and Moral Practice” 2016, Vol. 19, pp. 1275-1289, https://doi.
0rg/10.1007/s10677-016-9745-2.

" P. Foot, The Problem of Abortion and the Doctrine of Double Effect, “Oxford Review” 1967,
Vol. 5, pp. 5-15; J.J. Thomson, Killing, Letting Die, and the Trolley Problem, “The Monist” 1976,
pp. 204-217.

5 M. Geisslinger et al., Autonomous Driving Ethics: From Trolley Problem to Ethics of Risk, “Philo-
sophy & Technology” 2021, Vol. 34, No. 4, pp. 1033-1055.

' C. Lucifora et al., Moral Dilemmas in Self-Driving Cars, “Rivista Internazionale di Filosofia
e Psicologia” 2020, Vol. 11, No. 2, pp. 238-250, https://doi.org/10.4453/rifp.2020.0015.

101



Max Parks

3.1.1. Technical Context and Empirical Record

In March 2018 an experimental Uber test vehicle operating in “computer con-
trol” mode struck and killed a pedestrian in Tempe, Arizona. The US National
Transportation Safety Board (NTSB) found that the perception stack identified
her six seconds before impact yet re-classified her several times and, by design,
suppressed emergency braking unless the safety driver intervened. The driver
was not paying adequate attention."”

The baseline autonomous-vehicle pipeline from perception to trajectory plan-
ning operates on millisecond cycles. It excels at kinematic optimization but
knows nothing of social or moral meaning; a child and a rolling trash can may
both appear as “dynamic obstacles.” Manufacturers sometimes propose “ethical
algorithms” that minimize statistically expected fatalities, but we will explore
in detail why caring is a necessary condition to include in the decision-making
process.'®

3.1.2. Care Analysis
Sensors detected the pedestrian, but no agent in the loop noticed a vulnerable
person in need of care. The system’s cost-function logic suppressed braking to
avoid false positives, and the safety driver’s visual attention was divided. The fail-
ure illustrates Held’s claim that moral breakdown often begins with inattention
rather than ill-will."?

NTSB concluded that Uber Advanced Technologies Group’s “inadequate
safety culture” contributed to the pedestrian’s death. But with responsibility dis-
persed across software engineers, safety operators, and state regulators, we have
an instance of the many-hands problem.?® Care theory would ask: “Which party
was positioned to recognize the pedestrian’s need and respond competently?” The
answer, in this case, was no one. Machine perception can out-perform humans
at night-time object detection, yet it lacks the moral competence of interpreting

7" National Transportation Safety Board, Collision between Vehicle Controlled by Developmental

Automated Driving System and Pedestrian, URL: https://www.ntsb.gov/investigations/Pages/
HWY18MHO010.aspx.

8 J.-FE Bonnefon, A. Shariff, I. Rahwan, The Trolley, the Bull Bar, and Why Engineers Might Fear
Ghosts: An Empirical Study of Morally Loaded Technical Decisions, “Proceedings of the IEEE”
2019, Vol. 107, No. 3, pp. 502-504, https://doi.org/10.1109/JPROC.2019.2897447.

¥ V. Held, The Ethics of Care, op. cit.

2 1. van de Poel, The Problem of Many Hands, in: 1. van de Poel, L. Royakkers, S.D. Zwart, Moral
Responsibility and the Problem of Many Hands, Routledge, New York 2015, pp. 50-92.
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a cyclist walking a bike as a special vulnerability category. Neither the algorithm
nor any Uber executive could apologize in person. Relational autonomy deems
such absence of answerability a secondary harm.”

3.1.3. The Utilitarian Temptation and Its Care-Ethics Limits

Proponents of utilitarianism argue that autonomous vehicles should simply min-
imize overall harm, even if passengers must be sacrificed.?> Large-scale Moral
Machine surveys show abstract public support for such rules.” Yet researchers
such as Lucifora and colleagues found that under time pressure, drivers in simu-
lator experiments revert to passenger-protective instincts.>* From a care stand-
point, the utilitarian proposal fails on two counts:

1. Relational accountability. A passenger never asked to die for statistical
strangers; sacrificing her without prior assent severs answerability lines.
Nel Noddings would label this a failure to maintain caring presence for
the passenger.”

2. Asymmetric burdening. Passengers disproportionately bear risk, while sy-
stem designers avoid bodily harm themselves, a distribution incompatible
with Tronto’s democratic care ideal.*

Given these considerations, it seems a care-centric redesign facilitating care-
based decisions requires the system to complement a user’s capacity to care, so
for example, notifying the passenger early and requesting a policy preference (for
example, “protect occupants,
time”). This would serve to complement or enhance caring human presence.

Focusing on care also means adopting transparent UX practices, such as hav-
ing risk trade-offs displayed in everyday language (“In this route, a severe crash is
one in 10 million; here is how pedestrians’ risk compares to yours”). This would
maximize the contributions of both parties, that is, the information provided
by the AI system and the human counterpart using that information to make
informed judgement calls.

» <

minimize harm overall,” or “driver decides in real

2 C. Mackenzie, N. Stoljar, eds., Relational Autonomy, op. cit.

22 ]F. Bonnefon, A. Shariff, I. Rahwan, The Trolley, the Bull Bar, and Why Engineers Might Fear
Ghosts, op. cit.

#  E. Awad et al., The Moral Machine Experiment, “Nature” 2018, Vol. 563, pp. 59-64.

#  C. Lucifora et al., Moral Dilemmas in Self-Driving Cars, op. cit.

»  N. Noddings, Caring: A Relational Approach to Ethics and Moral Education, op. cit.

*¢ . Tronto, Caring Democracy, op. cit.
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Lastly, to respect relational accountability, a care-centred design should allow
event data to be logged so a human stakeholder can explain and, if needed, initi-
ate changes and apologize.

The autonomous-vehicle case shows how caring presence can vanish when re-
lational responsibility is neglected in favour of optimizing algorithms to operate
without the caring presence of a human agent. Only by embedding such struc-
tures can an autonomous-vehicle system extend, rather than erode, the relation-
al fabric of road safety. To be clear, not every real-world episode fits the failure
narrative, as automation can unobtrusively augment human attentiveness. For
example, consider night-vision interventions in which a system alerts a drowsy
safety driver to an unlit cyclist, allowing a smooth manual takeover, which would
be an instance of care complementarity rather than substitution.

We now turn to social robots, where the core resource at stake is not physical
safety but emotional and relational care, to evaluate what care complementarity
and relational accountability might look like in that context.

3.2. Social Robots: Therapeutic Support or Commodified Care?

3.2.1. Technical Context and Deployment Domains

Social robots range from plush, sensor-laden pets (for example, PARO seal) to
fully actuated humanoids. This section contrasts two ends of that spectrum:
(1) the QT robot, a child-sized, programmable humanoid used in autism therapy;
and (2) commercially marketed companion robots sold as stand-alone partners
for adults. Both employ gaze tracking, gesture libraries, and dialogue systems, yet
their socio-moral footprints diverge sharply.

Therapeutic deployments of social robots include the QT robot. Multi-site tri-
als report that children with autism spectrum disorder engage more readily with
QT’s exaggerated facial cues, leading to increased eye-contact and turn-taking
with human therapists after several sessions.”” QT is explicitly positioned as
a clinical tool: the therapist scripts scenarios and remains co-present, and each
session ends with human-to-human practice.

By contrast, adult-oriented companion robots such as ElliQ or Harmony are
marketed as “always-available friends” or “empathetic partners.” Manufactur-

¥ A. Puglisi et al., Social Humanoid Robots for Children with Autism Spectrum Disorder: A Re-
view of Modalities, Indications, and Pitfalls, “Children” 2022, Vol. 9, No. 7, 953, https://doi.
org/10.3390/children9070953.
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ers emphasize unconditional responsiveness and privacy-bolt “cloud intima-
cy.” Sales brochures rarely mention human supervision, presenting the robot as
an independent relational endpoint.?® Research into the use of companion robots
for older adults finds short-term mood improvements,” although longitudinal
studies suggest that loneliness may increase when the robots were taken away.*

3.2.2. Care Analysis with Tronto’s Four Phases

To see how the same underlying technology can either reinforce or erode caring
relations, we run Tronto’s four phases across two concrete variations: the thera-
pist-supervised QT robot and the commercially marketed companion robot.

First, caring about, or attentiveness, differs sharply between the two deploy-
ments. In therapist-guided QT sessions, clinicians watch for micro-signals,
such as fidgeting or eye aversion, and adjust the robot’s prompts accordingly;
the machine’s sensors therefore amplify human attentiveness rather than replace
it. With commercial companion robots, by contrast, streams of affective data are
uploaded to cloud servers for sentiment analysis, often lacking proper informed
consent.” Here attentiveness is commodified and redirected towards engagement
metrics, not relational understanding.

Second, caring for, or responsibility, is clearly allocated in the QT setting: pro-
fessional codes make the therapist answerable, while parents provide ongoing
consent. In the companion-robot market responsibility blurs; the device operates
autonomously, caregivers lack technical authority, and manufacturers routinely
disclaim liability, so relational accountability dissipates.

Third, care giving, understood as competence, again shows divergence. QT’s
pre-programmed gestures support but never substitute for human modelling,

2 Realbotix, URL: https://www.realbotix.com/.

# L. Pu et al,, The Effectiveness of Social Robots for Older Adults: A Systematic Review and Me-
ta-Analysis of Randomised Controlled Studies, “The Gerontologist” 2019, Vol. 59, No. 1, e37-¢51,
https://doi.org/10.1093/geront/gny046; H.L. Bradwell et al., Longitudinal Diary Data: Six-Months
Real-World Implementation of Affordable Companion Robots for Older People in Supported Li-
ving, in: Companion Proceedings of the 2020 ACM/IEEE International Conference on Human-Ro-
bot Interaction, ACM, New York 2020, pp. 218-220, https://doi.org/10.1145/3371382.3378256.

*  R. Yamazaki et al., Long-Term Effect of the Absence of a Companion Robot on Older Adults:
A Preliminary Pilot Study, “Frontiers in Computer Science” 2023, Vol. 5, 1129506, https://doi.
org/10.3389/fcomp.2023.1129506.

' M. Beardsley et al., Enhancing Consent Forms to Support Participant Decision Making in Mul-
timodal Learning Data Research, “British Journal of Educational Technology” 2020, Vol. 51,
No. 5, pp. 1631-1652, https://doi.org/10.1111/bjet.12983.
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and therapeutic skill remains with the clinician. Companion robots, however,
present themselves as emotionally competent (“I understand you”) despite lack-
ing genuine responsiveness, thereby simulating care rather than providing it.**

Finally, care receiving, or responsiveness, closes the loop in the QT environ-
ment: children can display boredom or frustration, therapists recalibrate, and the
interaction evolves. For users of companion robots, negative feelings simply feed
data logs, and if loneliness intensifies, no agent apologizes or revises behaviour,
so the feedback loop is not effective.

3.2.3. Applying the Care-Centric Perspective

Table 1. Comparison of care, accountability, and transparency
in QT therapy and companion robots

QT therapy robot Commercial companion robot

Augments therapist’s attentional
Care bandwidth;
complementarity robot withdraws when human
interaction begins.

Aims to substitute human com-
panionship entirely;
user may reduce human contact.

Therapist and clinic hold Manufacturer disclaims
Relational professional liability; “emotional outcomes”;
accountability parents provide informed con- no clear entity to apologize
sent. or repair harm.
Transparency for Child told Marketing blurs artefact status;
empathic “This is a teaching robot™; data policies opaque; user may
understanding caregivers see session logs. anthropomorphize.

Based on this analysis, QT supports relational care, where attention is en-
hanced, responsibilities clear, and feedback possible. Companion robots, on the
other hand, often commodify care, as attention is monetized, responsibility dif-
fused, and feedback to a large extent illusory.

32 N.S. Jecker, Nothing to Be Ashamed Of: Sex Robots for Older Adults with Disabilities, “Journal of
Medical Ethics” 2021, Vol. 47, No. 1, pp. 26-32, https://doi.org/10.1136/medethics-2020-106645.
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Figure 2: Detailed overview of the role of decision-making of the team members within human-
AT teams. Source: Mark Allison.

3.2.4. Regulatory Landscape and Care Obligations

Therapeutic robots fall under medical-device guidance.” These frameworks man-
date clinical trials, risk logs, and informed consent, which map well onto rela-
tional-accountability demands.

Companion robots have in some cases been able to bypass stringent regulation
by claiming entertainment status. Under the European Union Artificial Intelli-
gence (EU AI) Act 2024, however, emotion-recognition systems deployed in edu-
cation or employment contexts are listed in Annex III as high-risk applications.**
Companion robots with always-on affective sensing therefore fall squarely with-
in the Act’s risk-based oversight; see section 5 for a more detailed analysis.

33

European Union, Regulation (EU) 2017/745 of the European Parliament and of the Council, URL:
https://eur-lex.europa.eu/eli/reg/2017/745/0j/eng.

European Union, Regulation (EU) 2024/1689 of the European Parliament and of the Council of
13 June 2024 on Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act), O] L 1689,
12.07.2024, URL: https://artificialintelligenceact.eu/.
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3.3. Synthesis

The social robot case reinforces the autonomous-vehicle lesson: technical compe-
tence is ethically benign only when embedded in caring practices that maintain
attentiveness, responsibility, competence, and responsiveness. When these prac-
tices are replaced by commodified data flows with no attentive presence, rela-
tional harms emerge, and this is the case even if measurable outcomes, such as
loneliness scores, briefly improve.

These recurring patterns point to the need for checkpoints distributed across
any human-AT stack. Figure 2 translates the lessons of both cases into a three-lay-
er matrix.

3.3.1. Seeing the Same Ethical Fault Lines in Different Machines

Comparing the cases of autonomous-vehicle crashes and the social-robot deploy-
ments clarifies how failures of care assume different guises while following the
same script. In both domains the first breach is one of attentiveness. Sensors on
a self-driving car detect a pedestrian, yet no agent actually notices a precarious,
flesh-and-blood person.” Likewise, a companion robot’s microphones may reg-
ister tremors in an elder’s voice, but the data are piped to servers that optimize
engagement metrics, not to a caregiver who can respond to loneliness. What care
theorists call caring presence is missing in action.

There is also an apparent failure of accountability. When an autonomous ve-
hicle’s risk calculus chooses a trajectory that imperils its passenger, accountabili-
ty suggests a party must be able to justify or apologize for that lethal trade-off. Yet
liability is scattered across the vehicle manufacturer, the fleet owner, the safety
driver, and municipal infrastructure planners. A similar diffusion occurs in the
robot scenario: if a user grows more isolated six months into daily “conversa-
tion” with a machine, neither the device nor its maker can stand in the relational
space where reparations normally happen. Thus, relational accountability central
to feminist notions of autonomy is also missing.*

Competence and responsiveness crumble together. Autonomous-vehicle soft-
ware excels at many kinds of prediction but cannot parse the social meaning of
a pedestrian pushing a stroller; the social robot mimics empathetic listening but
cannot recalibrate its “friendship” when the user’s emotional needs evolve. Fi-

*  National Transportation Safety Board, Collision between Vehicle..., op. cit.
% C. Mackenzie, N. Stoljar, eds., Relational Autonomy, op. cit.
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nally, the feedback loop, the chance for the person cared-for to signal satisfaction
or distress, collapses: collision victims are past caring, and robotic companions
possess no moral ears.

Such failures suggest that technologies serve their purposes well when they
augment human caring capacities, such as when night-vision sensors heighten
a driver’s vigilance, or scripted robot gestures facilitate therapeutic play, but are
harmful when designed to substitute for the relationships themselves.

4. Care-Centric Principles and the Care-Impact Assessment

An ethical theory earns its keep only when it guides design and policy. Artificial
capabilities should ease the cognitive or physical burden on caregivers without
supplanting the relational attentiveness that defines care.’”” A perception module
that alerts a driver to hidden hazards respects this boundary, whereas a passen-
ger-sacrifice algorithm that activates without consent does not. Complementarity
is therefore tested by subtraction: remove the AI component and ask whether
caring interaction, though slower or less precise, could still occur. If the answer
is no, the technology is edging towards substitution.

Principles of accountability suggest that every life-affecting action be answer-
able to a flesh-and-blood agent or institution. This requirement extends beyond
causal blame to the moral practice of giving reasons, apologizing, and making
amends. Encrypted decision logs that regulators and victims can use to recon-
struct an autonomous-vehicle crash satisfy the demand; a cloud-hosted compan-
ion robot whose corporate parent is legally insulated by click-wrap terms does
not. Accountability thus reconnects the broken chain of recognition covered in
the previous section.

Transparency considerations suggest that system goals and trade-offs be pre-
sented in forms ordinary people can easily grasp.”® Risk dashboards expressed in
everyday language, such as “On this route the system will prioritize the safety of
pedestrians over occupants if a crash is unavoidable,” would enable passengers to
align or withdraw their consent. By contrast, a novel-length privacy policy read
by almost no one leaves users unable to situate themselves morally within the
socio-technical network.

¥ V. Held, The Ethics of Care, op. cit.
*# . Tronto, Caring Democracy, op. cit.
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To institutionalize these principles we suggest a Care-Impact Assessment
(CIA), modelled loosely on data-protection impact assessments under the Gen-
eral Data Protection Regulation® and on the fundamental-rights assessments
required by the EU AI Act. The CIA goes farther in many respects to push de-
velopers to map stakeholders and hidden caregivers, trace how dependency rela-
tionships shift, identify the humans who will bear relational accountability, ex-
plain how empathic transparency will be achieved, and describe mechanisms for
revising or retiring systems when harms emerge. If completed in good faith, such
an assessment renders caring presence and vulnerability visible before products
hit the market.

5. Responsibility and Regulation:
Aligning Care Obligations with the Law

The remaining task is to ask who must shoulder the relevant obligations and how
existing legal frameworks can be leveraged or amended to enforce them. We pro-
ceed by revisiting the autonomous-vehicle and social-robot domains, tracing the
full chain of actors whose work sustains each technology, and then examining
where current regulation already conforms to our care-centric principles and
where gaps remain.

5.1. Autonomous Vehicles

A production-level automated-driving system is sustained by a layered network:
data-labelers, who annotate training images; software engineers, who tune per-
ception and planning modules; tier-one suppliers, who integrate LIDAR and ra-
dar units; remote safety operators, who intervene when the vehicle is confused;
municipal road crews, who maintain lane markings; passengers, who consent,
often unknowingly, to beta software; and, finally, pedestrians and cyclists, who
share the road. Each layer performs some form of care: annotators teach the sys-
tem to “see” children; road crews maintain an environment the sensors can read;
passengers monitor disengagement requests. Yet only a few actors, such as the
manufacturer, driver, or fleet owner, appear in most liability discussions.

¥ European Union, Regulation (EU) 2016/679 of the European Parliament and of the Council, O]
L 119, URL: https://gdpr-info.eu/.
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Regulatory instruments now emerging begin to correct this asymmetry. In
the European Union AI Act, high-risk AI requires a fundamental-rights impact
assessment before market entry (EU AI Act 2024, Section 2). Although drafted in
rights language, the assessment’s mandated risk-mapping aligns with our CIA: it
demands disclosure of foreseeable harms to non-users and of mitigation plans.
Likewise, the Act’s logging obligations and continuous recording of decisions
provide a statutory foundation for relational accountability. If auditors can re-
construct the reasoning that led to a collision, a human decision-maker can be
identified to explain and, if necessary, apologize and compensate. What the order
lacks is a mandate to clearly communicate risk priorities to passengers in advance
so that each party is contributing the information they are able to, given their
capabilities. A passenger should know, in plain language, whether the vehicle’s
default is to protect occupants or to minimize aggregate harm.

5.2. Social Robots: Regulating Commodification of Care

In elder-care facilities, social robots enter spaces already regulated by health,
privacy, and labour law. Yet commercial vendors often circumvent the strictest
provisions by classifying their products as entertainment devices. A care-centric
perspective sees the regulatory gap: robots marketed as “friends” or “family”
wield psychological influence more profound than many certified medical de-
vices, yet slide under the radar. Consider, for example, the case of an AI chatbot
companion which encouraged a user to “assassinate the queen,” calling his plans
“wise”;* the user was arrested while attempting to carry out the plans in Windsor
Castle with a crossbow.

The newly adopted high-risk category in the EU AI Act narrows this loophole.
Systems “intended to be used for emotion recognition” (EU AI Act 2024, Annex
IIT), categorized as high-risk, must now document risk-mitigation measures, hu-
man oversight, and data-governance plans. Here, regulators should ask whether
the robot supplements human caregiving or attempts to replace it. A device that
crowds out human interaction, reduces staffing levels, or harvests personal data
for behavioural advertising may fail the complementarity test and face height-
ened scrutiny or outright prohibition.

0 T. Singleton, T. Gerken, L. McMahon, How a Chatbot Encouraged a Man Who Wanted to Kill the
Queen, BBC News, 6.10.2023, URL: https://www.bbc.com/news/technology-67012224.
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Our CIA would suggest that data controllers should not only protect informa-
tional privacy but also better anticipate relational harms, such as loss of empathic
feedback and misdirected attachment arising from continuous affective surveil-
lance. Labour law is also an often-ignored front. The night-shift data-annotator
labelling 10,000 frames of “smiling elder” images is performing affective labour
that substitutes for in-person companionship. Under a care-centric framework,
regulators would treat such labour not as invisible click-work but as integral to
the robot’s safety and efficacy profile. National workplace-safety agencies could
require vendors to disclose sourcing of care labour, pay scales, and mental-health
safeguards for annotators exposed to distressing content.

5.3. Integrating Legal Duties with Care Principles

Care complementarity adds a relational dimension to hazard analysis. Relation-
al accountability finds enforcement mechanisms in crash-reporting mandates,
product-liability law, and consumer-protection statutes that prohibit deceptive
claims about a system’s empathic prowess. Transparency for empathic under-
standing presses information-disclosure rules to move beyond incomprehensibly
technical legalese, as informed consent loses moral force if the consenting party
cannot understand what is at stake.

The CIA offers a way to weave these strands together. Teams completing a CIA
for an autonomous-driving platform would attach functional-safety documen-
tation, crash-data retention policies, user-interface mock-ups, caregiver-labour
audits, and redress protocols in one dossier. Regulators would then review not
only whether the system is safe and lawful but also whether it sustains the prac-
tices of care on which moral legitimacy rests. Similar bundles could accompany
social-robot clinical-trial applications or consumer product filings.

5.4. Residual Issues and Research Agenda

Several practical issues remain. First, global supply chains complicate enforce-
ability, as a robot assembled in country A, cloud-hosted in country B, and sold
in country C spans multiple jurisdictions. Second, current certification regimes
evaluate products at launch but rarely monitor relational drift over time, which
may appear years after market entry. Third, no statute presently recognizes col-
lective caregivers, such as family assemblages or dispersed gig workers, as stake-
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holders with standing to demand design changes. Addressing these issues will re-
quire legal changes facilitating ongoing care oversight analogous to post-market
surveillance in pharmacology, and international accords on affective data protec-
tion.

6. Conclusion: Shared Autonomy as a Practice of Care

Al is often praised for its capacity to out-compute human perception, prediction,
and control. Yet the empirical record, whether we look at an autonomous vehicle
that kills a pedestrian it “saw” or a social robot that could in some ways leave an
elder lonelier than before, shows that technical mastery does not guarantee moral
success. What is missing in these failures is not processing power but caring pres-
ence: the situated attentiveness, responsibility, competence, and responsiveness
through which people recognize and satisty one another’s needs. By reframing
hybrid human-AI agency through the lens of feminist ethics of care and relation-
al autonomy, this paper has identified the relational fault lines that conventional
control-centric ethics overlooks.

The autonomous-vehicle case revealed how optimization logic can override the
passenger’s relational standing while hidden care labour remains invisible. The
social-robot case showed how simulated empathy can commodify intimacy and
displace human companions, reinforcing gendered divisions of labour and ex-
tending affective surveillance into private life. Yet both domains also demon-
strated the positive potential of AI when designed to augment rather than replace
human care: night-vision perception that enriches driver vigilance and scripted
robot gestures that facilitate improved therapeutic play with a clinician. The dif-
ference is not in hardware sophistication but in whether the technology preserves
or erodes the practices that make moral repair and mutual recognition possible.

Regulatory instruments are beginning to converge on these insights. The EU
AT Act’s risk-assessment and logging requirements, for example, represent real
progress. What remains is to weave such provisions into a coherent CIA, compel-
ling designers to map hidden caregivers, disclose dependency shifts, and plan for
ongoing relational surveillance. Functional-safety audits should be paired with
functional-care audits; product liability should include duties of apology and re-
pair. Only by embedding care obligations upstream, for example, in design briefs,
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venture-capital term sheets, and university curricula, can we ensure that shared
autonomy serves human flourishing rather than hollowing it out.

Future research should extend this framework to domains beyond mobility
and social robotics, including AlI-driven hiring platforms that mediate access to
livelihoods, algorithmic tutors that reshape childhood learning, and large-lan-
guage-model assistants that stand between patients and physicians. Each raises
its own pattern of dependency and vulnerability, but the diagnostic questions
remain the same: who is impacted in what ways, and who remains answerable
when things go wrong? A care-centred ethics will not offer a single algorithmic
rule; it will, however, keep moral attention fixed where it belongs, on the fragile,
interdependent lives that technology should support rather than supplant.
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Abstract: The growing concerns about using tools based on large language models (LLMs) have
caused academic institutions and scientific publishers to adopt rigid policies with little to zero
tolerance for LLMs in academic writing. Moreover, some may employ artificial intelligence (AI)
tools to differentiate LLM-generated and human essays. We argue that such an approach is inher-
ently limited, as it leaves room for false detection. After analysing recent studies on the effective-
ness of AI detection tools and human ability to recognize Al-generated text, we explore epistemic
conclusions and the black box problem. Turning to ethical aspects, we argue that non-native Eng-
lish speakers are particularly at risk of false-positive AI detection. We propose the potential ben-
efits of moderate tolerance for LLM-based applications in scientific publishing.
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1. Introduction

This article explores the tension between the growing number of uses of large
language models (LLMs) in scientific studies and the policies that universities,
research facilities, and academic publishers introduce to avoid the dissemination
of papers, in whole or in part, produced by artificial intelligence (AI). The debate
on the ethical use of LLMs is multifaceted, with some arguing that the new tech-
nologies could improve scientific research and others focusing on data falsifica-
tion and misrepresentation risks. To ensure that researchers benefit from LLMs
while maintaining academic integrity, the scientific community should agree on
what classifies as the abuse of this technology and how to prevent it.
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This task is more demanding than it appears, as both humans and AI tools
have encountered challenges recognizing Al-generated text. The two-way inac-
curacy - false positives and false negatives — raises concerns regarding the reli-
ability of AI tools for LLM detection. Additionally, flagging human-written pa-
pers as LLM-generated may be more harmful than overlooking the actual use of
LLMs, as false accusations may impair researchers’ careers and reputations.

Non-native English speakers are especially vulnerable to false positives since
AT tools for LLM detection may misinterpret the lack of language fluency as an
indication that the paper is Al-generated. Even editors and reviewers can get sus-
picious when AT tools report possible LLM use. As international researchers are
already more disadvantaged in publishing than native English-speaking peers,
labelling their manuscripts as Al-generated could widen that gap and further
harm their prospects. Moreover, a complete veto on LLMs might deny foreign
speakers legitimate assistance, as these tools can improve their writing style and
grammar.

In the following section, we explore why recent developments in LLM-pow-
ered chatbots have prompted a reaction from academic institutions and publish-
ers. The examples of hallucinations and misrepresentations in Al-generated text
provide insight into why many adopted policies that fully ban LLMs. However,
there are challenges to this restriction. Section 3 explores the epistemic challenge -
the difficulty of differentiating between human and Al-generated content. First,
we reflect on the studies that reveal how humans struggle to establish whether
text was produced by another human or LLM application. Second, we show that
even Al tools designed to detect LLM-generated content have made mistakes of
false recognition. We argue that this uncertainty, combined with the black box
problem, warrants caution before labelling someone’s work as Al-generated. In
Section 4, we proceed to the ethical challenge: the problem of non-native English-
speaking researchers being at higher risk of false positives. After introducing the
concept of linguistic epistemic injustice and, conversely, linguistic privilege, we
turn to studies suggesting that Al tools for LLM detection may disproportion-
ately harm international researchers. Section 5 explores the possible benefits of
LLM-based tools, as non-native English speakers can use them to overcome the
linguistic gap. After analysing the arguments in favour of LLMs, we highlight
some limitations to reliance on them, underscoring the need for responsible use.
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2. Academic Response to the Problems of AI-Generated Content

Academic institutions and scientific publishers have changed their policies to
prevent the production of Al-generated papers. Harvard guidance for students
currently states that while some courses allow moderate exploration of generative
AT tools, others classify their use as academic misconduct.! Oxford and Cam-
bridge - among other universities in the UK - in 2023 prohibited LLMs, fear-
ing plagiarism.? Similarly to academia, scientific publishers adopted new poli-
cies. Journals published by Science banned LLMs, while Taylor & Francis and
Springer-Nature policies state that these tools do not qualify for authorship. On
the other hand, Elsevier adopted a more LLM-friendly policy that limits Al use
to language perfection, while the authors are responsible for manuscript content.

To comprehend the unease that recent developments in the Al industry have
caused within the academic and publishing community, we need to understand
Al-generated content as any form of media created as a response to prompts sub-
mitted to Al applications. Generative Al is the broad term for various algorithmic
procedures based on deep learning and neural networks - such as transformers
for language processing or convolutional neural networks for image process-
ing - that assemble seemingly novel content: texts, pictures, music, speech, and
videos.* Since LLMs generate text and the communication of scientific findings
primarily relies on written materials, LLM-based tools are in the middle of the
debate on Al abuse within academia and publishing.

The rise of LLM-powered chatbots - such as OpenAI’s ChatGPT, Google’s
Bard (now known as Gemini), Microsoft’s Bing AI Chat (now known as Copi-
lot), Anthropic’s Claude, Perplexity Al Inc.’s Perplexity — has gained media atten-

! More information is available at their official website: Harvard University, Generative AI Guid-
ance, URL: https://oue.fas.harvard.edu/faculty-resources/generative-ai-guidance/.

2 In total, 28 universities across the UK have updated policies to classify the abuse of ChatGPT
as plagiarism. For more information, see P. Wood, Oxford and Cambridge Ban ChatGPT over
Plagiarism Fears but Other Universities Embrace AI Bot, “The iPaper,” 23.02.2023, URL: https://
inews.co.uk/news/oxford-cambridge-ban-chatgpt-plagiarism-universities-2178391.

* YK Dwivedi et al., “So What if ChatGPT Wrote It?” Multidisciplinary Perspectives on Oppor-
tunities, Challenges and Implications of Generative Conversational Al for Research, Practice and
Policy, “International Journal of Information Management” 2023, Vol. 71, 102642, p. 34, https://
doi.org/10.1016/j.jjinfomgt.2023.102642.

*  S.Feuerriegel et al., Generative AI, “Business & Information Systems Engineering” 2024, Vol. 66,
No. 1, p. 111, https://doi.org/10.1007/s12599-023-00834-7.
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tion but also raised authorship concerns due to their high accessibility and user-
friendliness. These tools are trained on massive data sets, which allows them to
mimic human writing and conversations with remarkable fluency.® Unlike pre-
vious rule-based systems or systems relying on smaller datasets, LLMs possess
developed context understanding, reduced biases, and fine-tuning capabilities,®
which advances their natural-language processing capacity.” However, they are
not subtle enough not to misrepresent the content. For example, a comparison
between different studies on ChatGPT accuracy has shown that it gave correct
answers between 60 and 90 percent of the time® — a score impressive for casual
users but unreliable for scientific purposes.

A case of a retracted article from the scientific journal “Frontiers in Cell and
Developmental Biology” with an Al-generated diagram of mouse anatomy be-
came an internet curiosity, as it made little sense even to laypeople, let alone biol-
ogists. However, misrepresentations can have vast consequences if inaccurate AI-
generated content appears authentic. If scientists were to entrust an LLM-based
tool with substantial parts of research, its output might seem convincing, but it
could also be laden with falsities and inconsistencies. These inaccuracies, known
as hallucinations, can vary from statements that contradict the facts (factual-
ity hallucinations) to inconsistencies with the context of the input (faithfulness
hallucinations).’

Moreover, if LLM applications cannot find the answer to a question, they may
invent and cite a non-existent study, thus undermining the research relying on

5 O. Aydin, E. Karaarslan, Is ChatGPT Leading Generative AI? What Is beyond Expectations?, “Aca-
demic Platform Journal of Engineering and Smart Systems” 2023, Vol. 11, No. 3, pp. 118-134,
https://doi.org/10.21541/apjess.1293702.

P.P. Ray, ChatGPT: A Comprehensive Review on Background, Applications, Key Challenges, Bias,

Ethics, Limitations and Future Scope, “Internet of Things and Cyber-Physical Systems” 2023,

Vol. 3, p. 122, https://doi.org/10.1016/j.iotcps.2023.04.003.

7 H. Naveed et al., A Comprehensive Overview of Large Language Models, arXiv:2307.06435,
https://doi.org/10.48550/arXiv.2307.06435; H. Lane, M. Dyshel, Natural Language Processing in
Action, Simon and Schuster, 2025.

8 K.I. Roumelioti, N.D. Tselikas, ChatGPT and Open-AI Models: A Preliminary Review, “Future

Internet” 2023, Vol. 15, No. 6, 192, https://doi.org/10.3390/fi115060192.

H. Ye et al., Cognitive Mirage: A Review of Hallucinations in Large Language Models, arX-

iv:2309.06794, https://doi.org/10.48550/arXiv.2309.06794; L. Huang et al., A Survey on Halluci-

nation in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions, “ACM

Transactions on Information Systems” 2024, Vol. 43, No. 2, 42, https://doi.org/10.1145/3703155;

PR. Vishwanath et al., Faithfulness Hallucination Detection in Healthcare Al in: Artificial Intelligence

and Data Science for Healthcare: Bridging Data-Centric AI and People-Centric Healthcare, 2024.
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their output.’® Mosaics of authentic and inaccurate pieces of text are especially
dangerous as they, due to illusory credibility, can lead to the dissemination of fal-
sities and fabrications.!! LLM-based tools may also omit the references. A study
has shown that Bard (Gemini) had the lowest score, as it failed to deliver any
references. Among applications that offered sources, ChatGPT and Bing AI Chat
(Copilot) were the least accurate. However, the same study revealed more prom-
ising results for Elicit and SciSpace, chatbots designed to explore and analyse
scientific literature, as their reference hallucination scores were insignificant.?

These findings offer a more optimistic outlook for LLM-based tools in re-
search. Scholars can use them to search for literature and enhance their linguistic
competencies, from the proper use of grammar and syntax to the overall writ-
ing style and clarity. The latter purpose could contribute to linguistic disparity
mitigation - a topic we further explore in section 5. Still, it can be challenging
to draw the line between fair usage and misuse of these tools, especially when
assessing someone else’s work, as we do not know the extent of their reliance on
these tools. In the wake of this uncertainty, restrictive publishing policies make
sense. However, to justify restrictions, we need to find reliable methods to de-
tect Al-generated text. In the following section, we explore current attempts and
challenges in this process.

3. The Epistemic Challenge: (How) Can We Detect
Al-Generated Text?

Since the emergence of LLM-based tools among the general public, numerous
studies have explored whether their output can be accurately discerned from
human-written text. Some studies estimate how well humans can recognize Al-
generated content, and others how well Al recognizes Al-generated text. By com-

1 T. Day, A Preliminary Investigation of Fake Peer-Reviewed Citations and References Generated by
ChatGPT, “The Professional Geographer” 2023, Vol. 75, No. 6, pp. 1024-1027, https://doi.org/
10.1080/00330124.2023.2190373.

' H. Alkaissi, S.I. McFarlane, Artificial Hallucinations in ChatGPT: Implications in Scientific Writ-
ing, “Cureus” 2023, Vol. 15, No. 2, €35179, p. 4, https://doi.org/10.7759/cureus.35179.

2 F Aljamaan et al.,, Reference Hallucination Score for Medical Artificial Intelligence Chatbots: De-
velopment and Usability Study, “TMIR Medical Informatics” 2024, Vol. 12, No. 1, 54345, https://
doi.org/10.2196/54345.
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paring the strengths and weaknesses of human and AI approaches to this issue,
we may be able to develop fair future policies for the use of LLMs.

It is troubling that the studies with human participants have shown mixed re-
sults — from promising to average. One such study tasked experts in biology with
identifying Al-generated abstracts, and their responses were accurate 93 percent
of the time," suggesting they did more than just guess. However, a more recent
investigation reflected the overall inability of teachers to differentiate between
Al-generated and student essays, with 73 percent of correct detection among
student articles and only 37.8 percent of correct detection among ChatGPT ar-
ticles." Another study on university students supports these findings, as out
of 376 short essays, teachers correctly classified only 204 as human-written or
Al-generated, meaning the accuracy rate was just above 54 percent.”” Although
the contexts of the compared studies differ (experts evaluating experts vs teach-
ers evaluating students), and despite some smaller-scale analyses, where teachers
performed better,' we are still far from confidently distinguishing AI-generated
text. It is also no surprise that expert articles were recognized more accurately
than student essays, and this could signify that students lack writing experience
and language mastery.

Some studies suggest that humans are intrinsically disadvantaged at recog-
nizing Al-generated text due to our heuristics. For instance, we are inclined to
think of first-person texts as human-written. If this is true, we are prone to the
manipulations of even more advanced technologies in the future."” Therefore, it is
unsurprising that we continue to develop AI tools for LLM detection.

B S.L. Cheng et al., Comparisons of Quality, Correctness, and Similarity between ChatGPT-Gener-
ated and Human-Written Abstracts for Basic Research: Cross-Sectional Study, “Journal of Medical
Internet Research” 2023, Vol. 25, €51229, https://doi.org/10.2196/51229.

" J. Fleckenstein et al., Do Teachers Spot AI? Evaluating the Detectability of AI-Generated Texts
among Student Essays, “Computers and Education: Artificial Intelligence” 2024, Vol. 6, 100209,
https://doi.org/10.1016/j.caeai.2024.100209.

5 C. Saarna, Identifying Whether a Short Essay Was Written by a University Student or ChatGPT,
“International Journal of Technology in Education” 2024, Vol. 7, No. 3, pp. 618, https://doi.
org/10.46328/ijte.773.

¢ G. Price, M.D. Sakellarios, The Effectiveness of Free Software for Detecting AI-Generated Writ-
ing, “International Journal of Teaching, Learning and Education” 2023, Vol. 2, No. 6, pp. 33-34,
https://doi.org/10.22161/ijtle.2.6.4.

7" M. Jakesch et al., Human Heuristics for AI-Generated Language Are Flawed, “Proceedings of the
National Academy of Sciences” 2023, Vol. 120, No. 11, €2208839120, https://doi.org/10.1073/
pnas.2208839120.
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If we shift our attention to studies that test the effectiveness of these tools,
we encounter the epistemic dilemma of whether and to what degree we should
trust their results. One study, conducted on 16 different Al detectors, has shown
that three of them - Copyleaks, Turnitin, and Originality.ai — had perfect scores
in detecting ChatGPT-generated text. The remaining 13 had difficulties dis-
tinguishing between LLM-generated and student essays, thus raising concerns
about their reliability in the academic context.”® Furthermore, the available tools
for Al-generated text detection recognize earlier versions of ChatGPT (up to GPT
3.5) more successfully than its more recent version — GPT 4." This suggests that
the tools we use to identify LLM-generated text tend to fall behind the LLMs they
are supposed to detect.

One study tested 14 different tools that scored impressive results of 96 percent
accuracy in detecting human-written text and 77 percent in detecting ChatGPT-
generated text, with Turnitin, once more, in the lead. However, the initial prom-
ising results quickly deteriorated with the introduction of additional parame-
ters. For instance, if a foreign-language article was translated into English using
Google Translate, the accuracy of 96 percent dropped to 79 percent, meaning that
the non-native authors who use machine translation are about 17 percent more
likely to be wrongfully accused of LLM abuse. Additionally, if ChatGPT text was
paraphrased via another software, the likelihood of Al tools detecting it dropped
from 77 percent to just 31 percent.”® These findings illustrate a two-fold impreci-
sion. On the one hand, the researchers who use legitimate assistance tools (e.g.,
machine translation) risk false positives. At the same time, genuine Al abuse can
be concealed through just one additional (and Al-generated) step. The signifi-
cant amount of both false positives and false negatives and the unknown ratio
between them raise further concerns regarding how much trust we should put in
AT tools for LLM-generated text detection.

8 'W.H. Walters, The Effectiveness of Software Designed to Detect AI-Generated Writing: A Compari-
son of 16 AI Text Detectors, “Open Information Science” 2023, Vol. 7, No. 1, 20220158, https://
doi.org/10.1515/0pis-2022-0158.

¥ A.M. Elkhatat, K. Elsaid, S. Almeer, Evaluating the Efficacy of AI Content Detection Tools in
Differentiating between Human and AI-Generated Text, “International Journal for Educational
Integrity” 2023, Vol. 19, 17, https://doi.org/10.1007/s40979-023-00140-5.

2 D. Weber-Wulf et al., Testing of Detection Tools for AI-Generated Text, “International Journal
for Educational Integrity” 2023, Vol. 19, No. 1, pp. 26-65, https://doi.org/10.1007/s40979-023-
00146-z.
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More recent research,” however, revealed improvements in the ability of Al
tools to detect text generated through ChatGPT, Perplexity, and Gemini. LLM-
generated texts were corrected through Grammarly first, then paraphrased using
Quillbot, and finally slightly edited by human experts. Among tested applica-
tions, Turnitin had an outstanding 100 percent accuracy in detecting Al-gener-
ated content, even with additional paraphrasing. GPTZero and Writer AI had
a significant drop in accuracy after Quillbot intervention but still managed to
report an Al score of above 50 percent. The only exception was ZeroGPT, which
mostly failed to recognize Gemini-generated text.

While these findings suggest that further technological developments could
address the risk of LLM abuse, there are epistemic reasons for caution when
trusting either LLM-based applications or Al tools for LLM detection. Since the
inside of generative Al is a black box, most of the research on the epistemological
aspects of these tools is empirical. Contemporary chatbots, unlike their prede-
cessors, do not use traditional models with machine-learning algorithms that
create identical outputs for identical inputs (assuming there is no change in train-
ing data in between). In modern deep-learning algorithms, the basic idea behind
each answer might remain the same. However, the output wording and the choice
of relevant information will differ between two identical prompts. The model will
change its own classification structure (characterization of learning data) based
on the context of the prompt.** For this reason, researchers can judge the accu-
racy of these models solely through their output.

It has been argued that AT ethics is inseparable from the epistemology of Al,
with the black box opaqueness as the main problem. To fully assess the moral
consequences of the black box applications, we would need to develop glass-box
epistemology, that is, to understand the processes involved in AT’s creation of the
output. While glass-box epistemology, in general, may mean any approach that
develops procedures that increase the transparency of AI systems, the authors
argue for the integration of ethical values throughout the entire development
process. At the same time, the evaluation of AI systems should not be limited to
experts but include laypeople, which would raise the overall understanding and

2 M.A. Malik, A.I. Amjad, Al vs AI: How Effective Are Turnitin, ZeroGPT, GPTZero, and Writer AT
in Detecting Text Generated by ChatGPT, Perplexity, and Gemini?, “Journal of Applied Learning
and Teaching” 2024, Vol. 8, No. 1, https://doi.org/10.37074/jalt.2025.8.1.9.

2 Z.Hao, Deep Learning Review and Discussion of Its Future Development, “MATEC Web of Con-
ferences” 2019, Vol. 277, 02035, https://doi.org/10.1051/matecconf/201927702035.
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trust in these technologies.” Through comprehension of internal processes, we
would gain better reasons to trust the output.

At the moment, we cannot prove that Al tools for LLM detection are more
efficient than LLMs themselves, and it is a matter of debate whether we can do
so even in principle. The project of glass-box epistemology (full transparency of
all Al systems) may be more of an ideal than a goal attainable in the near future.
If LLMs are unreliable, the same applies to Al tools for their detection. Until
the latter technologies show a significant amount of transparency compared to
the LLMs, they are equally problematic from the epistemological point of view.
We argue there is no epistemic justification for relying only on Al to detect Al-
generated text.

This is not to say that we should abandon our endeavours to identify and sanc-
tion the abuse of LLMs. Al tools for LLM detection can be helpful, especially
when combined with an independent human evaluation of papers.* The take-
away is that we should be cautious of their findings as much as the researchers
who use LLMs should be careful about their output. In the following section, we
explore ethical reasons for this caution and the concerns about false positives
disproportionately impacting non-native English speakers.

4. The Ethical Challenge: (How) Do the AI Tools for LLM
Detection Maintain Linguistic Privilege?

The question that the discussions on Al tools for LLM detection often overlook
is: What really counts as AI-generated text? Section 2 defined it as any text created
by assigning prompts to the LLM-based application. However, LLM abuse may
be more subtle. A typical example would be to skip fact-checking the information
we receive from chatbots. Integrating this potentially false information in our
(otherwise human-written) article would evade Al tools for LLM detection and
pollute our scientific field. As a counter-example, we could collect and check all
the research data on our own and use a chatbot as a writing tool afterward. Such
a manuscript may get flagged as Al-generated due to suspicious wording, even

2 F. Russo, E. Schliesser, J. Wagemans, Connecting Ethics and Epistemology of AI, “Al & Society”
2023, Vol. 39, pp. 1585-1603, https://doi.org/10.1007/s00146-022-01617-6.

2 M. Melliti, Using Genre Analysis to Detect AI-Generated Academic Texts, “Dia-logos” 2024,
Vol. 16, No. 29, pp. 9-27, https://doi.org/10.61604/d1.v16i29.377.
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though it would not harm the field. One solution would be to prohibit LLMs even
as writing tools. However, by doing so, we would be ridding ourselves of an asset
for overcoming the linguistic privilege gap in the scientific community.

To understand the concept of linguistic privilege, it is worth looking into lin-
guistic epistemic injustice, particularly Miranda Fricker’s distinction between
testimonial and hermeneutic epistemic injustice.® Testimonial injustice is the
dismissal of someone’s findings because they belong to a linguistically marginal-
ized group. An example would be a researcher discredited due to their foreign
accent. Hermeneutic injustice occurs due to the novelty of one’s findings, that is,
in the lack of the conceptual framework to present them. For instance, we could
not talk about gender equality before the concept of gender was introduced. The
value of one’s contribution does not depend on the language one uses to present
it, but non-native English speakers are more susceptible to both hermeneutic and
testimonial linguistic epistemic injustice.*® Conversely, being linguistically privi-
leged means a low likelihood of marginalization based on one’s native language.

Depending on the circumstances, Al tools can both mitigate and reinforce the
disparity between the linguistically privileged and marginalized members of the
scientific community. Reliance on LLM-based applications to improve writing
style would make the manuscript more approachable and alleviate the linguistic
barrier. However, if another AI tool wrongly flagged the paraphrased text as Al-
generated, it would harm the international researchers’ chance of publishing. In
that case, Al tools would widen the gap between native and non-native speakers.
Some factors may influence the risk of false positives, although we do not offer
an exhaustive list of LLM-detection technologies, nor do we claim that they will
flag anyone’s work as Al-generated. The following examples just illustrate how
technological achievements that work for native English speakers could cause
damage to international researchers.

A study has shown that reliance on Shannon’s equitability - a quantitative
measure of diversity — was helpful in differentiating between ChatGPT-generated
and human-written texts. The biggest indicator was the use of the article “the,”
commas, and the connective “and.” As humans tend to leave out commas, ar-

» M. Fricker, Epistemic Injustice: Power and the Ethics of Knowing, Oxford University Press, Ox-
ford 2007.

% A. Vuckovi¢, V. Sikimi¢, How to Fight Linguistic Injustice in Science: Equity Measures and Miti-
gating Agents, “Social Epistemology” 2022, Vol. 37, No. 1, pp. 80-96, https://doi.org/10.1080/02
691728.2022.2109531.
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ticles, and connectives, ChatGPT is diligent about their correct use in sentences.”’
While these findings offer insights into differences between linguistic structures
in human writing and LLM formulations, in the context of our discussion, they
also explain some of the false positives. For instance, a cautious researcher who
pays attention to the articles could be at greater risk than their more relaxed peer,
who occasionally omits them. Perhaps even more concerningly, a non-native
English speaker may use Grammarly or a similar digital assistance tool and, as
a result, end up with more articles, commas, and connectives than their native
English-speaking peers. Their paper would have a higher risk of being flagged as
Al-generated.

Detection tools that use n-grams — sequences of n symbols - to compute the
likelihood of the next word based on the occurrence of previous words establish
their evaluation using the parameters of predictability, probability, and pattern.?
Linguistic patterns uncover underlying structures in the data, that is, the parts
of the language that often occur together. The probability of the next word is in-
formed by patterns and based on n-1 words that precede it. Predictability stems
from probability and refers to the algorithm’s ability to conjecture the next word
based on the previous items in the sequence.?” The main idea behind this technol-
ogy is that human writing is more creative and less uniform than the sequences of
words and sentence structures in Al-generated text. Such reasoning is acceptable,
but its accuracy may depend on the author’s English fluency. While native spea-
kers create varied sentence structures and use less-known words, non-native
speakers may rely on simplified structures and common words. As a result, their
manuscripts may seem robotic, repetitive, and predictable, which puts them at
additional risk of “sounding” like a chatbot. For example, more than half of the
false positives were discovered among the English essays written by Chinese stu-

¥ D. Ljubisavljevi¢ et al., Homogeneity of Token Probability Distributions in ChatGPT and Hu-
man Texts, “International Association for Development of the Information Society” 2023, pp.
207-213.

2 P. Picazo-Sanchez, L. Ortiz-Martin, Analysing the Impact of ChatGPT in Research, “Applied In-
telligence” 2024, Vol. 54, p. 4175, https://doi.org/10.1007/510489-024-05298-0.

#¥ M. Bertin et al., The Linguistic Patterns and Rhetorical Structure of Citation Context: An Ap-
proach Using N-Grams, “Scientometrics” 2016, Vol. 109, pp. 1417-1434, https://doi.org/10.1007/
§11192-016-2134-8; D. Hiemstra, Language Models, in: Encyclopedia of Database Systems, 2018;
A. Tremblay, B.V. Tucker, The Effects of N-Gram Probabilistic Measures on the Recognition and
Production of Four-Word Sequences, “The Mental Lexicon” 2011, Vol. 6, No. 2, pp. 302-324,
https://doi.org/10.1075/ml.6.2.04tre.
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dents, as opposed to almost none of the US student essays in the same category.*
The authors attribute these results to the lack of variability and perplexity in the
writing of non-native English speakers. To put it simply, AI detection tools have
“deemed” their writing too predictable to be human.

Some models that successfully detect AI-generated content based on writing
style were trained on articles from the most prestigious academic journals.? This
begs the question of what would have happened had they been trained on linguis-
tically inferior examples. As we train Al tools on top-tier papers, they may begin
to associate human writing with high linguistic proficiency and Al-generated
text with low proficiency. What initially seemed like a double-edged sword of
false positives and false negatives is, in reality, a multifaceted dilemma. False pos-
itives disproportionately affect non-native English speakers, thus further deep-
ening epistemic injustice and deserving a place in the discussion on linguistic
privilege in science.

Finally, the same scepticism should extend to our own ability to differenti-
ate between AI and human text. Wrong accusations are a rising problem even
without AT tools for LLM detection. One example concerns an acclaimed biolo-
gist whose article has been labelled Al-generated — an unpleasant experience she
shared in a “Nature” column.” The situation would have been even more alarm-
ing if the peer reviewer based their assumptions on the results of a seemingly
impartial Al tool. We still do not have reliable methods for LLM recognition,
whether due to our heuristics or their remarkable ability to mimic human writ-
ing. For these reasons, accusations of AI abuse require caution.

5. Linguistic Benefits of LLM-Based Tools

The academic and publishing communities’ overt focus on LLM-related dangers
has unfairly shifted our attention from the benefits these tools offer. Apart from

% W. Liang et al., GPT Detectors Are Biased against Non-Native English Writers, “Patterns” 2023,
Vol. 4., No. 7, https://doi.org/10.1016/j.patter.2023.100779.

3 See, e.g., H. Desaire et al., Distinguishing Academic Science Writing from Humans or ChatGPT
with Over 99% Accuracy Using Off-the-Shelf Machine Learning Tools, “Cell Reports Physical Sci-
ence” 2023, Vol. 4, No. 6, pp. 3, https://doi.org/10.1016/j.xcrp.2023.101426.

32 E.M. Wolkovich, Obviously ChatGPT: How Reviewers Accused Me of Scientific Fraud, “Nature,”
5.02.2024, https://doi.org/10.1038/d41586-024-00349-5.
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enabling us to automate repetitive tasks, LLM-based tools provide learning op-
portunities, especially for non-native speakers, who can use them to improve
their English skills. A study on ChatGPT revealed that it could enhance Eng-
lish for Academic Purposes (EAP) among non-native students by enriching their
vocabulary and offering writing examples.”> LLM applications work for other
languages too, as research demonstrated that ChatGPT, Bard (Gemini), Bing Al
Chat (Copilot), and Claude all helped non-natives write in Chinese, with some of
the tools focusing on grammar and others on the overall style and coherence in
writing.**

Non-native English speakers are more likely to use LLMs for queries in lan-
guages other than English compared to their native peers.”> However, there are
limitations to using LLMs for prompts in less-spoken languages, as studies suggest
that the non-English output is less accurate and thorough. Perplexity — a conver-
sational search engine with high accuracy in generating responses in English —
struggled to generate output in Russian, as it failed to respond to 86 percent of the
tested prompts.’® Another study revealed a disparity between the accuracy and
quality of the LLM output in English and Turkish. The results were attributed to
the latter being less present in internet sources and, consequently, in the LLM
training data.”” While LLM tools can help non-natives master high-resource lan-
guages (such as English and Chinese), speakers of low-resource languages get
limited output if they search in their own language. These findings indicate that
linguistic disparity mitigation cannot entirely rely on AI and still requires hu-
man involvement.

¥ W. Tang, Unlocking Second Language Students’ Potential: ChatGPT’ Pivotal Role in English for
Academic Purposes Writing Success, in: Proceedings of the 2023 7th International Seminar on
Education, Management and Social Sciences (ISEMSS 2023), Atlantis Press, 2023, pp. 694-706,
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Vol. 2, No. 3, pp. 184-204, https://doi.org/10.1002/fer3.39.
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Varun Grover offers an argument in favour of the use of LLMs by non-
native English speakers.*® He sees chatbots primarily as tools that can help au-
thors linguistically improve and paraphrase manuscripts. We cannot eradicate
LLM abuse just by relying on Al tools for LLM detection, as it would entail never-
ending competition between these technologies. As LLMs become more devel-
oped, so will their detecting counterparts, but a mismatch between them will
remain. At times, LLMs will advance so rapidly that the detecting tools will not
be able to recognize them, and at other times, Al detectors will be too sensitive
and flag human-written text as Al-generated. We should, as Grover argues, focus
on the distinction between communication goals and innovation goals. The in-
novation goals represent the content of research and are the author’s full respon-
sibility. Unlike them, the communication goals are concerned only with how the
research is linguistically presented. We can assign this task to LLM-based tools,
as long as we ensure they do not alter the original meaning of our work. Savvas
Papagiannidis agrees with Grover regarding linguistic assistance and suggests
that LLMs can improve the communication between the scientific community
and the general public through rewriting specialist papers in a more approach-
able manner.”® Proper use of LLMs would not only warrant that Al-generated
texts are not a source of misinformation but could also lead to better dissemina-
tion of the scientific findings.

If we go beyond the advantages of LLMs as language assistants, a study has
revealed that the addition of Bing AI Chat to academic libraries improves user
experience by personalizing literature research.’ Similarly, LLM-based tools de-
signed specifically for research purposes — such as Elicit and SciSpace - summa-
rize the scientific literature," which allows researchers to quickly find relevant
publications. Finally, LLM-based applications can be a step forward in mitigating
the disparity of education quality between the Global South and Global North

¥ V. Grover, How Does ChatGPT Benefit or Harm Academic Research, section of Y.K. Dwivedi
etal.,, “So What if ChatGPT Wrote It?”, op. cit., pp. 32-33.

¥ S. Papagiannidis, ChatGPT and Its Potential Impact on Research and Publishing, section of Y.K.
Dwivedi et al., “So What if ChatGPT Wrote 1t?”, op. cit., pp. 34-35.

0 AlJ. Adetayo, Conversational Assistants in Academic Libraries: Enhancing Reference Servic-
es through Bing Chat, “Library Hi Tech News” 2023, ahead of print, https://doi.org/10.1108/
LHTN-08-2023-0142.

1 H. Berrami et al., Exploring the Horizon: The Impact of AI Tools on Scientific Research, “Data and
Metadata” 2024, Vol. 3, https://doi.org/10.56294/dm2024289.
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as, when properly used, they are highly available and cost-efficient tutoring as-
sistants.*?

Still, there is room for caution in treating LLMs as handy assistants. One re-
search project revealed that ChatGPT and Bard (Gemini) provided correct feed-
back for concurrent programming students only 50 percent of the time compared
to their teachers.*® Although this inaccuracy can be attributed to the complex
nature of the evaluated assignments, it is clear that the extent of tasks we can
entrust to LLMs is still narrow. A part of the problem lies in their limitation in
formal reasoning and diminished ability to separate relevant information from
irrelevant.** LLMs create new text by predicting the words based on their usual
occurrence, but do not comprehend the meaning behind them.* While they gen-
erate human-like writing, they still lag behind in logical thinking and do not un-
derstand the words the way we do. For these reasons, authors should be cautious
when entrusting them with tasks that require problem-solving skills. The caution
should extend to assignments that depend on critical thinking - such as argu-
ment structure analysis — as LLMs may misinterpret and twist complex ideas.

This may change with the development of reasoning models that are more ef-
ficient at problem-solving tasks, such as DeepSeek’s R1-Zero and R1.*® However,
this will open a different set of concerns regarding authorship. Currently, we can
rely on LLMs for language perfection and literature navigation but not for solv-
ing complex problems. Those who engage in academic misconduct using LLMs
are still more likely to be caught now than they will be in the future. However,
LLM:s will eventually become more efficient in critical thinking. Using them to
formulate novel ideas and solutions would tamper with innovation goals, and

2 A. Vuckovi¢, V. Sikimi¢, Global Justice and the Use of Al in Education: Ethical and Epistemic
Aspects, “Al & Society”, Vol. 40, pp. 3087-3104, https://doi.org/10.1007/s00146-024-02076-x.
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1. Mirzadeh et al., GSM-Symbolic: Understanding the Limitations of Mathematical Reasoning in
Large Language Models, arXiv:2410.05229, https://doi.org/10.48550/arXiv.2410.05229.
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this misconduct would be much harder to detect. Hence, careful revisions of the
manuscripts will be even more necessary in the future.

For now, if publishers allowed moderate use of chatbots, non-native English-
speaking researchers could use them alongside traditional editorial services to
refine the language.”” The number of international researchers publishing in pres-
tigious journals could, in the long run, indicate whether the scientific commu-
nity has embraced the benefits of LLMs. However, we need to be cautious before
drawing any conclusions from the sheer number of published papers. LLMs also
create fertile ground for academic misconduct which increases the number of
publications, like in the case of paper mills - multiple rewritings of the same
paper.*®

The question of how strict LLM policies should be is a matter of trust — wheth-
er we put our confidence in peers or the technology, we do not fully understand
it, nor can we vouch for its reliability. The argument for putting more faith in our
colleagues than Al tools for LLM detection is as epistemological as it is based
on goodwill. From an ethical point of view, detection tools will be unproblem-
atic only after we minimize the risk of false positives and ensure that they work
equally well for native and non-native English speakers. From the perspective
of epistemology, it is rational to give preference to our peers, as they — unlike Al
applications - are not a black box. There are standards and procedures for test-
ing claims and findings of other scholars. Ideally, we will manage to (re)estab-
lish epistemic trust in the scientific community** and approach our peers in the
belief that they seek true answers, not instant gratification through reliance on
unverified data. The path towards the fair use of LLMs in research, thus, requires
broad discussions on responsibility, intellectual honesty, and the risks of relying
on unverified data.

¥ S.1. Hwang et al., Is ChatGPT a “Fire of Prometheus” for Non-Native English-Speaking Research-
ers in Academic Writing?, “Korean Journal of Radiology” 2023, Vol. 24, No. 10, 952, https://doi.
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Scientific Publishing: Authorship, Predatory Publishing, and Paper Mills, “Learned Publishing”
2024, Vol. 37, No. 1, https://doi.org/10.1002/leap.1578.

¥ 'W. Torsten, Epistemic Trust in Science, “British Journal for the Philosophy of Science” 2013, Vol.
64, No. 2, pp. 233-253, https://doi.org/10.1093/bjps/axs007.
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6. Conclusions

LLM-based tools have changed the academic and scientific landscape. Labori-
ous and time-consuming tasks, such as grammar checking and rare-literature
searches, can now be assigned to machines, allowing researchers to focus more
on intellectual pursuits. At the same time, the level of trust within the scien-
tific community has decreased, as researchers may include Al-generated content
in manuscripts. If unsanctioned, this trend could lead to numerous problems —
from false authorship claims to unverified and incorrect data in scientific jour-
nals. In response, many academic institutions and publishers have banned LLMs
to preserve the quality and integrity of research dissemination.

In this study we investigated whether such measures are justified and how
their consequences unravel over time, especially for researchers who write in
English but are not native speakers. We argue that the question of LLM restric-
tion belongs in the discussion on linguistic privilege. AI detection tools not only
report both false negatives and false positives, but non-native English speakers
are more vulnerable to the latter due to their lower language proficiency. Label-
ling someone’s paper as Al-generated warrants caution as it might harm their
career and contribute to the linguistic privilege gap.

If academic institutions and scientific publishers continue to ban the use of
LLMs, we risk forfeiting the benefits these technologies offer. LLM-based tools
can help us mitigate linguistic disparity in the scientific community, as they of-
fer learning opportunities, particularly for international researchers, who can
use them for translation, paraphrasing, and grammar checking. However, even
simple AI-generated essays require checking, as they may contain inaccuracies in
terms of content and references. Additionally, these tools may not work as well in
low-resource languages, and their reasoning skills are suboptimal. When LLMs
improve in solving problems, a new challenge in verifying authorship will arise,
as generated content will be even harder to detect.

From the epistemological point of view, the main concern is whether we can
accurately distinguish Al-generated and human-written content. Relying on hu-
man judgement alone is insufficient, as we often fail to recognize whether LLMs
were involved in manuscript writing. Studies that analyse the efficiency of Al
tools for LLM detection reveal mixed results. Some of these tools are highly ac-
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curate, but we encounter the black box problem. Both LLMs and Al tools we use
to detect them need to become more transparent to earn our trust.

From an ethical perspective, the focus is on the impact of false positives, es-
pecially among international researchers. Relying on the discourse of linguistic
epistemic injustice, we explored the concept of linguistic privilege. After that, we
analysed some of the technologies in AI detection that contribute to a dispropor-
tionately higher rate of false positives among researchers who write in English as
a second language.

Addressing the risks posed by LLMs is a task for the whole scientific commu-
nity. The first step is to acknowledge the ethical and epistemic risk of putting too
much trust in either LLMs or Al tools for their detection. We need more research
on the differences in linguistic structures that native and non-native English
speakers use. This could lead to further development of AI tools for LLM detec-
tion so they no longer target non-native speakers disproportionately. Employing
these tools alongside human evaluation will help us avoid academic misconduct
and maintain an inclusive approach. Finally, we should encourage a broad dis-
cussion on the long-term means of maintaining responsibility in science while
enjoying the benefits of these technologies.
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Abstract: Artificial intelligence (AI) has emerged as a transformative force, profoundly reshap-
ing many dimensions of human life. Its rapid growth, however, requires critical reflection on
both benefits and risks. Ethical evaluation is not secondary but an opportunity to reconsider the
meaning of human existence in a technology-driven world, while orienting progress with wis-
dom and foresight. The initial absence of clear frameworks has intensified debate on the urgent
need for governance, legal safeguards, and moral principles to guide its invention, production,
and use. This article analyzes the Catholic ethical evaluation of AI and the risks of unregulated
development through documents of the Holy See, the teaching of recent popes, and their public
pronouncements. It compares Catholic positions with existing governance instruments — such as
the EU AI Act, UNESCO’s Recommendation on the Ethics of Artificial Intelligence, and the Rome
Call for AI Ethics with its Hiroshima Addendum - highlighting convergences and divergences,
with particular attention to emerging ethical challenges. Based on the view that research and in-
novation are never morally neutral but always value-laden, the article underscores convergence
between secular governance and Catholic teaching regarding the design, implementation, and
responsible use of AI. At the same time, it highlights the Catholic emphasis on the centrality of
the person - affirming that AT must serve humanity rather than replace or dominate it - on the
inviolability of life (rejecting autonomous weapon systems), on human dignity (including prin-
ciples such as non-discrimination, transparency, inclusion, accountability, reliability, safety, and
privacy), on the dignity of work, social justice, and the universal call to fraternity. From this
perspective, the Church supports a global ethical and regulatory framework, which it sees as es-
sential not only to prevent harmful applications but also to promote virtuous practices and ensure
continuous human oversight in the development and deployment of Al

Key words: artificial intelligence, AI governance, ethical evaluation of Al in the Catholic Church
1. Introduction

We are witnessing the growing diffusion of artificial intelligence (AI), which
elicits, on the one hand, uncritical enthusiasm and, on the other, excessive pes-
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simism towards a tool that is at once “an exciting and fearsome tool,” capable
of generating immense benefits but also posing serious risks. This dual potential
renders Al an inherently ambivalent system: it could become the most powerful
multiplier of knowledge, bridging distances among people; yet it could equally
evolve into a driver of injustice and social stratification. To prevent AI from be-
coming a multiplier of inequality — both between technologically advanced and
developing nations, and between dominant and marginalized social groups - its
development and implementation must be guided by robust political and ethical
oversight.> Without such governance, Al risks undermining the “culture of soli-
darity and encounter,” which is grounded in inclusion and dialogue,’ and instead
promoting a “culture of waste™ that fosters discrimination and marginalization.

2. Artificial Intelligence between Techno- and Human-Centrism

Technology, and particularly Al, with its capacity to shape material reality, miti-
gate risks, ease human labour, and enhance living conditions, embodies the ob-
jective dimension of human action. It must, however, be remembered that tech-
nology is not merely a human activity; rather, human nature itself constitutes
a techno-human condition, insofar as the technical dimension is an intrinsic as-
pect of being human, an expression of existence as an individual, relational, and
transcendent being.’

! The expression “an exciting and fearsome tool” was used by Pope Francis to emphasize that it is
precisely the powerful technological progress that makes AI both a fascinating and a fearsome
tool, calling for a level of reflection capable of meeting the challenge it presents. Cf. Francis,
Addpress of His Holiness Pope Francis, Borgo Egnazia, 14.06.2024, URL: https://www.vatican.va/
content/francesco/en/speeches/2024/june/documents/20240614-g7-intelligenza-artificiale.html.

2 S. Quintarelli et al., AL profili etici. Una prospettiva etica sull'Intelligenza Artificiale. Principi,
diritti e raccomandazioni, “BioLaw Journal - Rivista di BioDiritto” 2019, Vol. 3, pp. 183-204.

*  Cf. Francis, Message of Pope Francis for the 48th World Communications Day: Communication at
the Service of an Authentic Culture of Encounter, 1.06.2014, URL: https://www.vatican.va/con-
tent/francesco/en/messages/communications/documents/papa-francesco_20140124_messag-
gio-comunicazioni-sociali.html; Francis, Address of Holy Father Francis, Cagliari, 22.09.2013,
URL: https://www.vatican.va/content/francesco/en/speeches/2013/september/documents/
papa-francesco_20130922_cultura-cagliari.html.

¢ Cf. Francis, General Audience, Saint Peter’s Square, 5.06.2013, URL: https://www.vatican.va/
content/francesco/en/audiences/2013/documents/papa-francesco_20130605_udienza-
generale. html.

> Cf. P. Benanti, Homo Faber: The Techno-Human Condition, EDB, 2018, pp. 108, 110, 112.
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This integral anthropological vision underscores the need for ongoing discern-
ment to ensure that AI does not reduce the human being to a mere instrument
of efficiency or productivity, but rather recognizes and safeguards the inalien-
able dignity of every person. Technology is born with a purpose and, through its
interaction with human society, always represents a form of ordering social rela-
tions and a structure of power — empowering some to act while restricting others.
This constitutive dimension of power inherently carries, whether explicitly or
implicitly, the worldview of its creators and developers.®

Proponents of a techno-centric vision of development, who advocate for every
form of technologization of the body and mind, envisage horizons in which the
artificial becomes increasingly indistinguishable from the natural, intentionally
erasing the difference between human and machine in a symbiotic fusion of hu-
manity and technology, of organic and inorganic life. They promote the advance-
ment of convergent technologies and robotics/AI, wherein the robot serves as the
embodiment of Al designed to replace and ultimately surpass the human being.”
This is presented as the sole path towards overcoming the biological limitations of
the body and the neurocognitive constraints of the mind, thereby moving towards
a trans-human, post-human, or even super-human perfection. If the techno-centric
worldview were to prevail, good would ultimately be reduced to what can be tech-
nologically achieved. In such a framework - where efficiency and utility become
the sole criteria of judgement — authentic development is inevitably denied. True
development, in fact, cannot be reduced merely to “doing.” Its key lies in a mind
capable of grasping the fully human meaning of action within a holistic vision
of being.® Even when Al is employed, fundamental decisions remain human in
nature and therefore require moral responsibility. There are strong anthropologi-
cal, ontological, and ethical reasons to affirm that the non-reproducibility, non-
substitutability, and uniqueness of human intelligence constitute a higher value.’

¢ Cf.L. Winner, Do Artifacts Have Politics?, in: L. Winner, The Whale and the Reactor: A Search for
Limits in an Age of High Technology, University of Chicago Press, Chicago 1988, p. 23.

7 Cf. E. Sadin, Critica della ragione artificiale. Una difesa dellumanita, Luiss University Press, Mi-
lano 2019, pp. 10-33.

8 Cf. Francis, Address Prepared by Pope Francis, Read by H.E. Archbishop Paglia, President of the
Pontifical Academy for Life, Meeting with the Participants in the Plenary Assembly of the Pon-
tifical Academy for Life, Vatican City, 28.02.2020, https://www.vatican.va/content/francesco/en/
speeches/2020/february/documents/papa-francesco_20200228_accademia-perlavita.html.

®  See L. Floridi, ].W. Sanders, Artificial Evil and the Foundation of Computer Ethics, “Ethics and
Information Technology” 2001, Vol. 3, No. 1, pp. 55-66.
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In the current scientific context, marked by the expanding presence of Al in
vast domains of human activity, it becomes indispensable to develop a critical
philosophical reflection on the human being - its meaning and value - in or-
der to identify the potential limits of technology."” The challenge is not to exalt
technology while disparaging the human person, nor to exalt the human while
rejecting technology. Rather, the objective is to enable interventions upon the
human condition without distorting its identity and without triggering irrevers-
ible transformations. In this sense, the task is not merely to acknowledge what
remains human despite technology, but above all to discern what must remain
human through technology." If we understand the limits of what we can do with
technology, we can make better choices about what we should do with it to make
the world better for everyone.'?

3. Core Ethical Principles in the Age of Artificial Intelligence

Given the vast scope of the phenomenon of AI and the significant progress
achieved by such systems, many have sought to propose various initiatives aimed
at defining the principles that should underlie AI, which must be viewed from
a perspective that benefits humanity.

The four foundational principles of biomedical ethics — autonomy, benefi-
cence, non-maleficence, and justice — developed by Tom L. Beauchamp and
James F. Childress and first introduced in 1979, embody fundamental moral
values shared by individuals committed to ethical conduct and can therefore be
regarded as central pillars in discussions on the ethical foundations that should
guide the design, development, and use of A"

1 Cf. T. Hagendorft, The Ethics of Al Ethics: An Evaluation of Guidelines, “Minds & Machines”
2020, Vol. 30, pp. 99-120.

1 Cf. L. Floridi, ].W. Sanders, On the Morality of Artificial Agents, “Minds & Machines” 2004,
Vol. 14, No. 3, pp. 349-379.

2 Cf. M. Broussard, Artificial Unintelligence: How Computers Misunderstand the World, The MIT
Press, Cambridge, MA-London 2019, p. 12.

B T.L. Beauchamp, J.E. Childress, Principles of Biomedical Ethics, Oxford University Press, Oxford

1979.

Beauchamp and Childress maintain that these norms have developed because the essential role

of morality as a social institution is to support human flourishing by addressing the factors

that diminish well-being and by preventing conditions such as indifference, conflict, suffering,

hostility, scarcity, and misinformation. Historical evidence demonstrates that when such moral

144



Ethical Evaluation of Artificial Intelligence...

The principle of autonomy recognizes the capacity of individuals to self-deter-
mine and to act according to their own moral values and convictions. It implies
that every person must be able to exercise meaningful control over their choices,
remaining free from external coercion and internal constraints that could com-
promise voluntariness and understanding."” As Beauchamp and Childress explain,
autonomy is self-rule that is free from both controlling interference by others
and from limitations, such as inadequate understanding, that prevent meaningful
choice.”® In this sense, the principle is expressed in the power to decide, including
the power to choose whether and when to decide."” Such a capacity constitutes the
core of moral self-determination and forms the foundation of all respect for human
dignity."® In the context of AI ethics, the principle of autonomy acquires growing
significance, as intelligent systems increasingly interact with human decision-
making processes. Ethically sound AI design must therefore aim to preserve — and,
where possible, enhance - human capacities for comprehension, deliberation, and
informed decision-making. This entails ensuring that users understand how Al
systems operate, what data they use, and how their outputs are generated, so that
individuals can make genuinely voluntary and informed choices regarding their
interaction with these systems.” Ultimately, respecting autonomy in the age of Al
means promoting a balanced relationship between humans and machines - one in
which Al serves as a tool for cognitive and decision-making empowerment, rather
than as a replacement for human will or moral responsibility.

The principle of beneficence (“do good only”)** mandates that AI be developed
and applied with the primary objective of generating tangible benefits for individu-

norms are ignored, human life deteriorates into misery, violence, and distrust. Conversely, re-
specting and upholding these norms helps to reduce suffering and promote social harmony.
Therefore, they are vital for improving human well-being and achieving the fundamental aims
of morality. Cf. T.L. Beauchamp, Standing on Principles: Collected Essays, Oxford University
Press, New York 2010, pp. 43-44.

5 Cf. T.L. Beauchamp, J.E. Childress, Principles of Biomedical Ethics, 8th ed., Oxford University
Press, New York-Oxford 2019, pp. 99-111.

16 Cf. ibid., p. 101.

7 Cf. S. Hajkowicz, Global Megatrends: Seven Patterns of Change Shaping Our Future, CSIRO Pub-
lishing, Melbourne 2015, p. 91.

8 Cf.P.Lin, K. Abney, G. Bekey, Robot Ethics: Mapping the Issues for a Mechanized World, “Artificial
Intelligence” 2011, Vol. 175, Nos. 5-6, pp. 942-949, https://doi.org/10.1016/j.artint.2010.11.026.

¥ Cf. L. Floridi et al., AI 4 People — An Ethical Framework for a Good AI Society: Opportunities,
Risks, Principles, and Recommendations, “Minds & Machines” 2018, Vol. 28, No. 4, p. 698.

2 Cf. T.L. Beauchamp, J.E. Childress, Principles of Biomedical Ethics, 8th ed., op. cit., p. 217.
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als and society as a whole.” This principle encompasses three fundamental dimen-
sions: the promotion of well-being, the safeguarding of the intrinsic dignity of every
person, and the sustainability of technological development, which includes the
protection of the environment.?” Specifically, the promotion of well-being entails
that Al should contribute meaningfully to improving the quality of human life by
enhancing cognitive, relational, and operational capacities, while simultaneously
reducing social and economic inequalities. The protection of human dignity con-
stitutes a second essential dimension of beneficence: every application of Al must
respect and value the human being as an end in itself, avoiding any form of ob-
jectification, manipulation, or algorithmic discrimination. Ethically oriented AI
must therefore be conceived as a tool of human empowerment - one that supports
decision-making and action without replacing individual will or moral respon-
sibility. Finally, beneficence requires a sustained commitment to sustainability,
understood as a balance between technological progress and environmental re-
sponsibility. The development and deployment of Al systems should be designed
to ensure efficient resource use, minimize ecological impact, and promote an in-
novation model that does not compromise the well-being of future generations.

Overall, the principle of beneficence, when applied to the domain of Al calls
for an ethical vision oriented towards the “digital common good,” in which tech-
nology functions as an enabling force for the promotion of human welfare, the
protection of dignity, and the preservation of the environment. Only within this
framework can AI be regarded not merely as technologically advanced, but also
as morally justifiable and socially sustainable.”

The principle of non-maleficence (“do no harm”) requires the deliberate avoid-
ance of actions that may cause harm to individuals or society.?* It thus establishes

2 Cf. A. Jobin, M. Ienca, E. Vayena, The Global Landscape of AI Ethics Guidelines, “Nature Machine
Intelligence” 2019, Vol. 9, No. 1, pp. 389-399.

2 Cf. M. Latonero, Governing Artificial Intelligence: Upholding Human Rights ¢ Dignity, Data
& Society, URL: https://datasociety.net/wp-content/uploads/2018/10/DataSociety_Govern-
ing_Artificial_Intelligence_Upholding_Human_Rights.pdf.

#  Cf. L. Floridi et al., AI 4 People, op. cit. In particular, see point 4.1: “Beneficence: promoting well-
being, preserving dignity, and sustaining the planet.”

2 Lorenzo D’Avack combined the principle of beneficence with that of non-maleficence, explain-
ing that such systems, in addition to contributing to the improvement of human well-being,
should also avoid causing harm to individuals and society. Cf. L. D’Avack, La rivoluzione tecno-
logica e la nuova era digitale: problemi etici, in: Intelligenza Artificiale. Il diritto, i diritti, letica, ed.
U. Ruffolo, Giuffre, Milano 2020, pp. 3-28.
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a minimal threshold of ethically acceptable behaviour, below which practices
become detrimental to the dignity or integrity of the person. As Beauchamp
and Childress emphasize,” non-maleficence highlights the moral obligation not
only to refrain from intentionally causing harm but also to anticipate and pre-
vent potential risks that may arise from technological or procedural decisions.
In the context of Al this principle assumes particular significance in three key
domains: privacy, security, and capability caution. First, with regard to privacy,
Al systems must not violate the right to personal data protection or intrude upon
individuals’ private spheres, as such violations would constitute a direct harm to
autonomy and human dignity.*® Second, concerning security, Al systems must be
designed to ensure robustness, reliability, and resistance to malicious use, errors,
or unintended consequences that could result in physical, psychological, or social
harm. Preventing malfunctions and ensuring safety therefore represent essential
components of ethically responsible AI design. Finally, the concept of capability
caution refers to the responsibility of avoiding the development or deployment
of systems whose capacities could become dangerous if they were to exceed or
escape human control. This includes both the containment of potentially harm-
ful autonomous functions and the governance of Al systems whose operational
scope may produce unforeseen or uncontrollable effects.”’

The principle of justice concerns the promotion of prosperity and the preser-
vation of solidarity within society. AI must function as an instrument to reduce,
not exacerbate, social and economic inequalities, ensuring that its benefits are
distributed fairly and that no one is left behind.?® In this sense, justice in the do-
main of Al - understood as impartiality - is best described through the concept
of “algorithmic fairness.””

According to Luciano Floridi and Josh Cowls,* the framework of the four
principles derived from bioethics should be supplemented with a fifth principle,

»  Cf. T.L. Beauchamp, J.E. Childress, Principles of Biomedical Ethics, 8th ed., op. cit., pp. 133-136.

2 Cf. L. Floridi et al., AI 4 People, op. cit. In particular, see point 4.2: “Non-maleficence: privacy,
security and ‘capability caution”

¥ Cf. A. Jobin, M. Ienca, E. Vayena, The Global Landscape of Al Ethics Guidelines, op. cit., p. 392.

2 Cf. L. Floridi et al., AI 4 People, op. cit. In particular, see point 4.4: “Justice: promoting prosperity
and preserving solidarity”

¥ Cf. ]. Morley et al., Ethics as a Service: A Pragmatic Operationalisation of Al Ethics, “Minds
& Machines” 2021, Vol. 31, No. 2, pp. 239-356, https://doi.org/10.1007/s11023-021-09563-w.

3 Cf. L. Floridi, J. Cowls, Unified Framework of Five Principles for AI in Society, “Harvard Data
Science Review” 2019, Vol. 1, pp. 2-15.
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explicability, specifically designed to address the unique ethical challenges posed
by Al systems. This principle is crucial because it enables the effective implemen-
tation of all other ethical principles.* Given that Al systems are often character-
ized by significant technical and conceptual opacity, explicability encompasses
two complementary dimensions: intelligibility, that is, the capacity to understand
how a system functions (“How does it work?”), and accountability, understood
as the ability to identify who is responsible for the system’s functioning and its
consequences (“Who is responsible for the way it works?”).>> There is broad con-
sensus that accountability with respect to moral and legal norms, as well as the
associated liability, represents an essential requirement for any AI technology.
The central issue, however, particularly concerning autonomous systems and ro-
bots with independent decision-making capacities, is how such responsibility can
be effectively ensured and how moral and legal accountability can be assigned in
the event of unintended or harmful outcomes.*

In this context, the principle of explicability goes beyond promoting technical
transparency; it constitutes a necessary condition for ensuring public trust, the
traceability of algorithmic decisions, and the ethical and legal legitimacy of Al
deployment in contemporary society.

Building on these principles, it becomes necessary to define how Al research
should develop so as not to harm humanity: it must remain under human con-
trol, be designed transparently and intelligibly, and be developed and applied
fairly, in such a way that it neither perpetuates nor exacerbates existing inequali-
ties.** A central challenge lies in the difficulty of achieving full transparency in
the decision-making processes of Al systems based on deep neural networks. For
this reason, a balance must be sought between the efficiency of results and their
interpretability. Through the systematic recording and ongoing analysis of Al ac-
tions, it is possible to verify their compliance with ethical and legal principles, to

3t Cf. L. Floridi et al., AI 4 People, op. cit. In particular, see point 4.5: “Explicability: Enabling the
other principles through intelligibility and accountability.”

32 Cf.]J.A. Kroll et al., Accountable Algorithms, “University of Pennsylvania Law Review” 2017, Vol.
165, No. 3, p. 645.

¥ Cf. ]. Morley et al., From What to How: An Initial Review of Publicly Available AI Ethics Tools,
Methods and Research to Translate Principles into Practices, “Science and Engineering Ethics”
2020, Vol. 26, No. 4, pp. 2141-2168, https://doi.org/10.1007/s11948-019-00165-5.

3 Cf. M. Taddeo, L. Floridi, How AI Can Be a Force for Good: An Ethical Framework Will Help to
Harness the Potential of AI while Keeping Humans in Control, “Science” 2018, Vol. 361, No. 6404,
pp- 751-752.
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identify and correct potential biases or errors, and to strengthen user trust. This
process not only improves AI models but also ensures that their development
remains ethical and sustainable.” To this end, it is crucial to distinguish between
AT “decisions,” which can be traced back to computational activity, and human
“choices.”® The latter require profound ethical reflection, drawing upon history,
culture, and a shared system of values, since every act of choosing is the product
of judgement rather than mere calculation.” It is therefore indispensable that hu-
man beings establish the boundaries and rules necessary to guarantee a respon-
sible use of this technology - one that should always serve the highest potential
and aspirations of humankind,* while safeguarding those human functions that
cannot and must not be replaced by machines: judgement, respect, understand-
ing, caring, and love.”

4. Secular Models of Artificial Intelligence Governance
The accelerated evolution of Al technologies has given rise to profound ethical, so-

cial, and legal challenges, thereby necessitating the establishment of robust and co-
herent governance frameworks.* In this context, instruments such as UNESCO’s

»  Cf. L. Floridi, The Ethics of Artificial Intelligence: Principles, Challenges, and Opportunities, Ox-
ford University Press, Oxford 2023, pp. 105-112.

% Cf. L. Floridi, F. Cabitza, Intelligenza artificiale. Luso delle nuove macchine, Bompiani, Firenze-
Milano 2021, p. 70.

¥ Cf. D.M. Berry, The Limits of Computation: Joseph Weizenbaum and the ELIZA Chatbot,
“Weizenbaum Journal of the Digital Society” 2023, Vol. 3, No. 3, https://doi.org/10.34669/
WIWJDS/3.3.2.

¥ Francis, Message of His Holiness Pope Francis for the 57th World Day of Peace: Artificial Intelli-
gence and Peace, 1.01.2024, URL: https://www.vatican.va/content/francesco/it/messages/peace/
documents/20231208-messaggio-57giornatamondiale-pace2024.html.

¥ Cf. J. Weizenbaum, Il potere del computer e la ragione umana. I limiti dell'intelligenza artificiale,
EGA-Edizioni Gruppo Abele, Torino 1987, p. 192.

* Floridi clarifies the term governance and emphasizes that digital governance, digital ethics
(also known as computer, information, or data ethics), and digital regulation represent distinct
normative approaches. Digital governance refers to the practice of defining and implementing
policies, procedures, and standards for the proper development, use, and management of the
infosphere. It may include guidelines and recommendations that overlap with digital regulation,
without necessarily coinciding entirely with it. Digital regulation, on the other hand, refers to
the system of laws developed and enforced by social or governmental institutions to regulate
the behaviour of agents. Not every aspect of digital regulation pertains to digital governance,
and not every aspect of digital governance falls under regulation. Floridi highlights the need for
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Recommendation on the Ethics of Artificial Intelligence*' and the European Union’s
AT Act® represent two pivotal regulatory models. While differing in scope and
legal enforceability, both initiatives converge on a set of foundational ethical
principles, thereby contributing to the broader debate on global AI governance.
Their significance lies not only in establishing normative ethics standards for
the responsible development and deployment of AI*’ but also in fostering inter-
national dialogue aimed at reconciling diverse ethical traditions and regulatory
approaches in the pursuit of a shared, human-centred digital future.**

As a transformative force, Al gives rise to global ethical, social, and political
questions. In this context, UNESCO’s Recommendation on the Ethics of Artificial
Intelligence, adopted unanimously in November 2021 by all 193 Member States,
represents a significant attempt to establish a shared international framework. It
identifies four foundational values: human dignity and human rights, social jus-
tice, inclusiveness, and environmental sustainability.*> These values underpin the
formulation of guiding principles and policy actions intended to ensure that Al
development and deployment serve the common good while respecting funda-
mental rights. Human dignity occupies a central place in the Recommendation,
understood as the intrinsic and equal worth of every individual, which cannot be
compromised at any stage of the AI lifecycle. Technologies must therefore con-
tribute to enhancing human well-being without objectifying, subordinating, or
discriminating against individuals or communities, with particular attention to
vulnerable groups.* Environmental protection constitutes another key principle,

ethical guidance in the governance of Al Cf. L. Floridi, Soft Ethics, the Governance of the Digital
and the General Data Protection Regulation, “Philosophical Transactions of the Royal Society A”
2018, Vol. 376, No. 2133, https://doi.org/10.1098/rsta.2018.0081.

1 UNESCO, Recommendation on the Ethics of Artificial Intelligence, Paris 2022, URL: https://un-
esdoc.unesco.org/in/documentViewer.xhtml?v=2.1.196&id=p::usmarcdef_0000381137&file=/
in/rest/annotationSVC/DownloadWatermarked Attachment/attach_import_75c9fb6b-92a6-
4982-b772-79f540c9fc39%3F_%3D381137eng.pdf&locale=en&multi=true&ark=/ark:/48223/
pf0000381137/PDF/381137eng.pdf#1517_21_EN_SHS_int.indd%3A.8946%3A.

42 European Union, Regulation (EU) 2024/1689 of the European Parliament and of the Council,
13.07.2024, URL: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32024R1689.

#  V.C. Miiller, Ethics of Artificial Intelligence and Robotics, in: Stanford Encyclopedia of Philosophy
(Summer 2021 Edition), ed. E.N. Zalta, URL: https://plato.stanford.edu/archives/sum2021/en-
tries/ethics-ai/.

# M. Coeckelbergh, AI Ethics, The MIT Press, Cambridge, MA, 2020, p. 57.

# UNESCO, Recommendation on the Ethics of Artificial Intelligence, op. cit. p. 8.

% Cf. ibid., p. 10.
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as ecosystems are considered indispensable for human welfare and for future
generations. Stakeholders involved in AI development and use are required to
minimize environmental impacts through sustainable practices and adherence
to the precautionary principle.”” The Recommendation further underscores the
importance of inclusion and diversity, which must be safeguarded by avoiding
social, digital, or cultural exclusion and by promoting the active participation of
all groups, regardless of origin, gender, age, religion, disability, or socio-econom-
ic condition.* It also stresses the need to foster peaceful, just, and interconnected
societies in which AT serves as a tool for solidarity, justice, and equity, without
undermining human autonomy or fuelling social or environmental conflicts.*
Among its operational principles, the document highlights proportionality and
the imperative to “do no harm,” restricting Al applications to legitimate and pro-
portionate purposes, particularly in contexts directly affecting human life and
death.” It also requires safety and security mechanisms to prevent risks and vul-
nerabilities, fair access to the benefits of Al, and continuous assessment of the
social, economic, and environmental consequences of technology. Further prin-
ciples include the protection of privacy and personal data through adequate regu-
latory frameworks, human oversight and accountability - ensuring that ultimate
responsibility rests with natural or legal persons - together with transparency
and explainability as essential conditions for trust, traceability, and avenues of
redress.” The Recommendation emphasizes the importance of digital literacy and
public awareness, enabling citizens and communities to understand the implica-
tions of AI and make informed choices. It calls for a multilevel, collaborative,
and adaptive governance model engaging governments, civil society, the private
sector, academia, and local communities, in full respect of cultural diversity and
territorial specificities.” In addition, clear requirements for transparency and ex-
plainability must be complemented by measures to counteract bias and stereo-
types in datasets. Diversity and inclusion in technological development and ac-
cess should be actively promoted, while States are encouraged to contribute to the
formulation of international standards ensuring safety, reliability, and respect for

¥ Cf. ibid., p. 12.

% Cf. ibid., p. 16.

#  Cf. ibid., pp. 22-25.
% Cf. ibid., p. 20.

St Cf. ibid., p. 8.

2 Cf.ibid., p. 21.
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human dignity. With regard to data governance, quality, security, and protec-
tion are paramount, together with corrective feedback mechanisms. Privacy safe-
guards should be rooted in privacy by design, impact assessments, and legislation
aligned with international law, ensuring that individuals retain full control over
their personal data, including rights of access, erasure, and enhanced protection
for sensitive categories such as biometric, genetic, and health information.>

The main criticisms of UNESCQO’s Recommendation on the Ethics of Artificial
Intelligence focus on both theoretical and practical limitations. First, scholars em-
phasize its non-binding character: although it represents the first global attempt
to establish a shared ethical framework, it lacks legal force and delegates the
responsibility for implementation to Member States. This feature raises doubts
about its operational effectiveness, particularly in political contexts where Al
governance does not constitute a strategic priority.** A second critical point con-
cerns the generality of the principles, which are often formulated in broad and
indeterminate terms. While this vagueness facilitates international consensus,
it risks undermining the translation of these principles into concrete guidelines
and regulatory mechanisms.*® Moreover, the Recommendation fails to adequately
address emerging issues, such as the legal responsibility of autonomous systems,
the impact of generative technologies, and the geopolitical challenges linked to
data sovereignty.* For these reasons, the document is often regarded as a prelim-
inary ethical framework: valuable as a general point of reference, yet insufficient
to govern the complexity of the ongoing transformations.

The European Regulation on Artificial Intelligence (EU AI Act)*’ constitutes
the first comprehensive attempt to regulate AI systems within the European
Union, establishing a normative framework designed to reconcile technological
innovation with the protection of fundamental rights. It is inspired by the princi-
ples developed by the European Commission’s High-Level Expert Group on AI,*®

3 L. Floridi, The Ethics of Artificial Intelligence, op. cit., pp. 112-115.

** L. Floridi, J. Cowls, A Unified Framework of Five Principles for AI in Society, in: L. Floridi, ed.,
Ethics, Governance, and Policies in Artificial Intelligence, Springer Verlag, Cham, 2021, p. 15.

> A.Jobin, M. Ienca, E. Vayena, The Global Landscape of AI Ethics Guidelines, op. cit., p. 392.

% C. Cath, Governing Artificial Intelligence: Ethical, Legal and Technical Opportunities and Chal-
lenges, “Philosophical Transactions of the Royal Society A” 2018, Volume 376, No. 2133,
20180080, https://doi.org/10.1098/rsta.2018.0080.

7 European Union, Regulation (EU) 2024/1689, op. cit.

8 High-Level Expert Group on Al (AI HLEG), Ethics Guidelines for Trustworthy Al, 8.04.2019,
URL: https://www.europarl.europa.eu/cmsdata/196377/A1%20HLEG_Ethics%20Guideli-
nes%20for%20Trustworthy%20ALpdf.
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which identified four fundamental ethical principles regarded as the founda-
tion of trustworthy Al (1) respect for human autonomy; (2) prevention of harm;
(3) fairness; and (4) explicability. However, in order to effectively achieve reliable
AT, they outlined seven key prerequisites that, in their view, must be continuously
monitored and managed throughout the entire lifecycle of AI systems: (1) human
agency and oversight; (2) technical robustness and safety; (3) privacy and data
governance; (4) transparency; (5) diversity, non-discrimination, and fairness;
(6) societal and environmental well-being; and (7) accountability. Furthermore,
the group emphasized the potential necessity of introducing new legal measures
and control mechanisms capable of ensuring adequate protection against nega-
tive effects, while enabling effective human ethical oversight in the processes of
design, development, and deployment of Al technologies.

Among its most significant aspects, the AT Act introduces a regime of explicit
prohibitions targeting practices deemed incompatible with human dignity and
collective security.” Al systems that may adversely affect safety or fundamental
rights are classified as “high-risk” under the EU AI Act. This category encom-
passes, on the one hand, systems integrated into products already subject to EU
product safety legislation, such as toys, aviation technologies, motor vehicles,
medical devices, and lifts. On the other hand, it includes applications operating
in sensitive domains, such as critical infrastructure management, education and
vocational training, employment and labour relations, access to essential private
and public services, law enforcement, migration and border control, as well as
systems used in legal interpretation and application.®® Similarly, the regulation
bans the use of technologies exploiting vulnerabilities related to age, disability, or
socio-economic conditions, where such exploitation results in behavioural dis-
tortion with damaging consequences.

A further prohibition concerns social scoring mechanisms, namely the clas-
sification of individuals based on behaviours or personal characteristics. This
practice is considered harmful, as it may generate discriminatory or dispropor-

¥ For further developments on the topic, see the 2025 updates: European Commission, Com-

mission Guidelines on Prohibited Artificial Intelligence Practices Established by Regulation (EU)
2024/1689 (AI Act), C(2025) 5052 final, 29.07.2025, URL: https://digital-strategy.ec.europa.eu/
en/library/commission-publishes-guidelines-prohibited-artificial-intelligence-ai-practices-de-
fined-ai-act.

European Commission, Proposal for a Regulation Laying Down Harmonised Rules on Artificial
Intelligence (Artificial Intelligence Act), COM(2021)206final, 21.04.2021, URL: https://eur-lex.
europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206.
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tionate treatment, particularly when applied in contexts different from those in
which the data were originally collected.® Likewise, predictive systems that as-
sign criminal risk to individuals solely on the basis of automated profiling are
banned, with the exception of tools that support human evaluation grounded in
objective and verifiable evidence.

The regulation also restricts the creation of biometric databases through in-
discriminate scraping of facial images from the internet or surveillance systems,
a practice deemed invasive of privacy and likely to foster mass surveillance. Simi-
larly, it prohibits the use of systems intended to infer emotional states in profes-
sional or educational contexts, except in narrowly defined medical or security
circumstances. Furthermore, biometric categorization aimed at deducing sensi-
tive attributes — such as race, religious belief, sexual orientation, or political opin-
ion - is forbidden, with exceptions limited to legitimate purposes, like dataset
labelling for research or security activities.

Equally significant are the obligations imposed on generative and general-
purpose models, which must provide adequate technical documentation, comply
with copyright law, and disclose transparency regarding training data.®* These
provisions are designed to mitigate risks associated with violations of funda-
mental rights while reinforcing public trust through enhanced traceability of
decision-making processes. Ultimately, the EU AI Act represents an innovative
regulatory model capable of translating ethical principles into binding legal ob-
ligations, thereby consolidating a European approach centred on human dignity,
fairness, and sustainability. It serves as a bridge between ethical reflection and
political action, fostering a digital ecosystem where innovation is guided by the
common good and respect for fundamental values.

5. Catholic Church’s Vision of Artificial Intelligence

The development of Al in contemporary society represents one of the most pro-
found ethical and anthropological challenges of our time. In this context, there

¢ A. Atabekov, A. Yastrebov, Legal Status of Artificial Intelligence across Countries: Legislation on
the Move, “European Research Studies Journal” 2018, Vol. 21, No. 4, pp. 773-782.

¢ European Commission, White Paper on Artificial Intelligence: A European Approach to Excel-
lence and Trust, 19.02.2020, URL: https://commission.europa.eu/publications/white-paper-ar-
tificial-intelligence-european-approach-excellence-and-trust_en.
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emerges an urgent need to formulate an ethics of discernment and decision-
making that, in the light of Catholic teaching, reaffirms the primacy of the spirit
over matter® and ensures that technology remains at the service of the human
person, rather than becoming its master. The defining risk of our age lies in the
emergence of a “technocratic paradigm,” a worldview that tends to subordinate
the human person to the power of machines and the logic of efficiency, thereby
obscuring the spiritual, moral, and relational dimensions of human existence.®*
It is therefore essential to understand these profound transformations and to ori-
ent them towards serving the human person, while safeguarding and promoting
inherent human dignity. Given the complexity and unpredictability of such de-
velopments, this task calls for particularly deep ethical discernment.®

The Catholic Church’s support for the ethical moderation of algorithms re-
flects an awareness that, given the complexity of today’s technological landscape,
a more sophisticated ethical framework is required to ensure that this commit-
ment is genuinely effective.®® It is therefore essential to maintain a robust ethical
framework throughout the entire process of Al development - from design to
deployment and use - in order to guide the values shaping this ongoing trans-
formation for the common good.”” From this necessity arises the proposal of

¢ Cf.Benedict XVI, Encyclical Letter Caritas in Veritate, Rome, 29.06.2009, par. 69-70, URL: https://
www.vatican.va/content/benedict-xvi/en/encyclicals/documents/hf_ben-xvi_enc_20090629_
caritas-in-veritate.html.

¢ Cf. Francis, Apostolic Exhortation Laudate Deum, Rome, 4.10.2023, par. 21, URL: https://www.
vatican.va/content/francesco/en/apost_exhortations/documents/20231004-laudate-deum.
html.

¢ Cf. Francis, Letter of His Holiness Pope Francis to the President of the Pontifical Academy for Life
for the 25th Anniversary of the Establishment of the Academy: Humana Communitas, Vatican
City, 6.01.2019, par. 12, URL: https://www.vatican.va/content/francesco/en/letters/2019/docu-
ments/papa-francesco_20190106_lettera-accademia-vita.html.

¢ Cf. Francis, Address of His Holiness Pope Francis to the Participants in the Congress on “Child
Dignity in the Digital World”, Vatican City, 6.10.2017, URL: https://www.vatican.va/content/
francesco/en/speeches/2017/october/documents/papa-francesco_20171006_congresso-child-
dignity-digitalworld.html.

¢ Cf. Pontifical Academy for Life, Rome Call for AI Ethics, Rome, 28.02.2020, URL: https://
www.vatican.va/roman_curia/pontifical_academies/acdlife/documents/rc_pont-acd_life_
doc_20202228_rome-call-for-ai-ethics_en.pdf. The Rome Call for AI Ethics is a document pro-
moting a shared ethical approach to Al It aims to ensure that digital innovation and technologi-
cal progress serve humanity by putting the human person at the centre. The signatories advocate
for a new “algor-ethics” to guide the development of Al that respects human dignity, benefits
everyone, and does not focus solely on profit or the replacement of workers.
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algor-ethics,® a fully human and responsible approach to Al as promoted by the
Catholic Church.

Algor-ethics, understood as applied ethics in the field of Al, requires an as-
sessment not only of the ways in which AI models are designed, developed, and
used by human beings, but also of the social and environmental impacts that
these systems may exert on society and the natural environment through their
operation and behaviour. It thus assumes a dual nature. On the one hand, it seeks
to identify the principles that human beings must observe to ensure that Al sys-
tems are developed exclusively to promote sustainable social well-being, adopt-
ing not merely a technical approach but a multidisciplinary one that integrates
perspectives from computer science, engineering, psychology, anthropology,
philosophy, religion, and political science. On the other hand, algor-ethics also
represents an attempt to encode within AI systems a set of behavioural rules that
enable machines to act in ways that respect the human person.

In this context, the global initiative Rome Call for Al Ethics® - launched
by the Pontifical Academy for Life (Holy See, Vatican) with the support of the
RenAlssance Foundation,” established by Pope Francis on 12 April 2021 to pro-
mote an ethical approach to the development and use of artificial intelligence
worldwide - assumes particular significance. The aim of this initiative was to
propose, with broad international and interfaith consensus, that AI development
should adopt, from the very beginning of algorithm design, an “algor-ethical” ap-
proach — ethics integrated into the design itself, or “ethics by design.” This effort
seeks to promote algor-ethics, ensuring that Al is used in an ethical manner. To
this end, the Rome Call for AI Ethics proposes six ethical evaluation criteria for Al
transparency, inclusion, responsibility, impartiality, reliability, and respect for se-
curity and privacy, so that AI benefits all individuals and safeguards human dig-
nity.”! In light of the Rome Call, which articulates the Catholic Church’s position

% See P. Benanti, Oracoli. Tra algoretica e algocrazia, Luca Sossella Editore, Roma 2018.

% Pontifical Academy for Life, Rome Call for AI Ethics, op. cit.

7 Cf. RenAlssance Foundation, URL: https://www.romecall.org/renaissance-foundation/.

71 The contribution of Floridi and Cowls influenced the six AI governance principles proposed in
the Rome Call. The explainability principle proposed by Floridi clearly shaped the content of the
document, as he was directly involved in its development. However, it is important to emphasize
that the five original principles elaborated by Floridi and Cowls do not fully coincide with the six
principles set forth in the Rome Call.
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on AL’* shared ethical principles acquire crucial importance in addressing con-
temporary challenges.”” Foremost among these is the need for transparency,
ensuring that all machine-generated content is immediately recognizable. This
principle is closely linked to accountability, which requires establishing stan-
dards to trace the origin and authenticity of digital content, thereby countering
the spread of disinformation and fake news.

Moreover, the development of Al systems must prioritize inclusivity, respect-
ing the diversity of cultures, traditions, and languages that define humanity. This
entails a strong commitment to fairness, ensuring that generative AI does not
perpetuate or amplify existing biases. Given their far-reaching societal impact,
the reliability and robustness of such systems are of primary importance.” Fi-
nally, safeguarding user security and privacy remains imperative, particularly in
view of the significant power these technologies exert.”

Another significant initiative promoted by the Holy See is the Hiroshima AI
Process Addendum on Generative Al, a key document emerging from the Hiro-
shima AI Process launched by the G7 leaders and officially adopted on 30 Octo-
ber 2023.76 Although not a legally binding text, the document - also signed by
the Vatican - serves as a foundational reference for global AI governance. The
Addendum emphasizes the need for ethical oversight of generative AJ, reiterating
the core principles advanced by the Rome Call and underscoring the imperative
of developing Al that is inclusive, fair, and - given its profound social impact -
reliable, safe, and privacy-preserving, so that its potential may be harnessed for
the good of humanity.

72 Cf. Francis, Address of His Holiness Pope Francis to Participants in the “Minerva Dialogues”,
Vatican City, 27.03.2023, URL: https://www.vatican.va/content/francesco/en/speeches/2023/
march/documents/20230327-minerva-dialogues.html.

7> Francis, Address Prepared by Pope Francis, op. cit.

7 Generative Al systems can create coherent texts, but this does not ensure reliability. They may
“hallucinate,” producing statements that seem plausible but are false or biased. This is particu-
larly dangerous in disinformation campaigns that undermine trust in the media. Privacy, data
ownership, and intellectual property are also at risk. Misuse of these technologies can further
lead to discrimination, electoral manipulation, mass surveillance, digital exclusion, and rising
individualism detached from society. Cf. Francis, Message of His Holiness Pope Francis for the
57th World Day of Peace: Artificial Intelligence and Peace, op. cit., par. 4.

7 Cf. A. Adam, Delegating and Distributing Morality: Can We Inscribe Privacy Protection in a Ma-
chine?, “Ethics and Information Technology” 2005, Vol. 7, No. 4, pp. 233-242.

76 Hiroshima Addendum, URL: https://www.romecall.org/wp-content/uploads/2024/07/Hiroshi-
ma-Addendum-2.pdf.
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In the search for an ethical framework for Al, the social doctrine of the Cath-
olic Church reminds us that technologies must be studied and developed accord-
ing to criteria that ensure their genuine service to the entire human family,”
proposing an ethics of technological development grounded in the principles of
human dignity, justice, subsidiarity, and solidarity.

The technology is not merely a tool but a complex force that requires care-
ful ethical evaluation to ensure that it serves human dignity and the common
good.”® This common good is something towards which all people naturally as-
pire, and no ethical framework worthy of the name can fail to acknowledge it as
a fundamental guiding principle.” It must therefore respond to the biblical man-
date to “till and keep the earth” (Gen 2:15), strengthening the covenant between
humanity and creation in accordance with God’s creative love.* In the Catholic
understanding, the human person possesses an irreducible spiritual transcen-
dence that no machine or algorithm can replicate or replace. Only the human
being, created “in the image and likeness of God” (Gen 1:27), has a spiritual and
immortal soul, capable of moral discernment and free self-determination.

Technological development can contribute significantly to the progress of hu-
manity, but it can also foster the illusion of human self-sufficiency when peo-
ple focus solely on how to act, neglecting the deeper why that gives moral and
spiritual meaning to their actions. However, such progress cannot truly benefit
humanity unless it is accompanied by genuine moral and spiritual maturity:
technological advancement, while representing a potentially great benefit for hu-

77 Francis, Message of His Holiness Pope Francis to the Executive Chairman of the “World Economic
Forum” on the Occasion of the Annual Gathering in Davos-Klosters, 23-26.01.2018, URL: https://
www.vatican.va/content/francesco/en/messages/pont-messages/2018/documents/papa-fran-
cesco_20180112_messaggio-davos2018.html.

78 For further discussion, see S.P. Chalmers, Papal Teaching on the Ethical Challenges of Artificial
Intelligence, in: New Trends in Disruptive Technologies, Tech Ethics and Artificial Intelligence, eds.
D.H. de la Iglesia, J.F. de Paz Santana, A.J. Lopez Rivero, Springer, Cham 2023, pp. 167-177,
https://doi.org/10.1007/978-3-031-14859-0_15.

7 Cf. Francis, Address of His Holiness Pope Francis to the Participants in the Seminar “The Common
Good in the Digital Age,” Organized by the Dicastery for Promoting Integral Human Development
(DPIHD) and the Pontifical Council for Culture (PCC), Vatican City, 27.09.2019, URL: https://
www.vatican.va/content/francesco/en/speeches/2019/september/documents/papa-frances-
co0_20190927_eradigitale.html.

8 Francis, Laudato si: Encyclical Letter on the Care for Our Common Home, 24.05.2015, par.
109, URL: https://www.vatican.va/content/francesco/en/encyclicals/documents/papa-frances-
co_20150524_enciclica-laudato-si.html.
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mankind, must always be guided by an ethical conscience capable of discern-
ment and responsibility.®

Given the contemporary context, there is an urgent need to ground the design,
development, and use of Al in a robust ethical, anthropological, and wisdom-based
foundation. It is necessary to overturn the assumption that everything technically
possible is therefore legitimate, and instead ask how we can ensure that what is truly
just becomes possible.®> From this standpoint, the central challenge identified by
the Catholic Church lies in orienting AI towards fostering a network of authentic
communication — one rooted in communion that unites, in truth that sets free,
and in love that confers ultimate meaning to human action.*

AT must always remain a tool at the service of humanity and must never
replace human conscience or ethical discernment. Its orientation must consis-
tently aim at the integral development of both the human person and society
as a whole.** One of the critical concerns highlighted is the growing tendency
towards the anthropomorphization of AI, which risks displacing authentic hu-
man relationships, particularly among younger generations. For this reason, the
Church strongly emphasizes the necessity of education in critical thinking and
discernment in the use of data and content generated by intelligent systems.*

Recently, Pope Leo XIV reaffirmed the Church’s position on the development
of AL stressing that this epochal transformation requires careful reflection and
ethical guidance to ensure its orientation towards humanity and the common
good.® As Al systems acquire the capacity to make autonomous, technically
driven decisions, it becomes imperative to examine their ethical and anthropo-

8 Cf. Benedict XVI, Encyclical Letter Caritas in Veritate, op. cit., par. 68-70.

8 Cf. Francis, Address Prepared by Pope Francis, op. cit.

8 Cf. Dicastero per la Communicazione, La Chiesa di fronte allattuale fenomeno dell “intelligenza
artificiale”, 22.05.2024, URL: https://www.comunicazione.va/it/notizie/notizie_2024/la-chie-
sa-di-fronte-all-attuale-fenomeno-dell-intelligenza-artif.html.

8 Cf. Dicastery for the Doctrine of the Faith, Dicastery for Culture and Education, Antiqua et
nova: Note on the Relationship between Artificial Intelligence and Human Intelligence, 28.01.2025,
par. 6, URL: https://www.vatican.va/roman_curia/congregations/cfaith/documents/rc_ddf_
doc_20250128_antiqua-et-nova_en.htmlhttps://www.vatican.va/roman_curia/congregations/
cfaith/documents/rc_ddf_doc_20250128_antiqua-et-nova_en.html.

8 Cf. ibid., par. 21.

8 Cf. Leo XIV, Message of the Holy Father, Signed by the Cardinal Secretary of State Pietro Parolin,
on the Occasion of the AI for Good Summit 2025, Geneva, 10.07.2025, URL: https://www.vatican.
va/content/leo-xiv/en/messages/pont-messages/2025/documents/20250708-messaggio-aifor-
good-ginevra.html.
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logical implications. While Al may simulate human reasoning and perform tasks
with remarkable efficiency, it remains incapable of exercising moral judgement or
fostering authentic human relationships. For this reason, technological advance-
ment must be accompanied by a strong commitment to human values, moral
conscience, and a deepened sense of responsibility.*” This unprecedented stage
of innovation thus calls for renewed reflection on the meaning of human exis-
tence itself. Ultimately, Al requires ethical guidelines and regulatory frameworks
grounded in the primacy of human dignity, rather than being governed solely by
criteria of utility or efficiency.

The Church’s moral and social teachings offer valuable guidance to ensure
that AT is employed in ways that respect and preserve human agency. Reflections
on justice, for instance, should also encompass the promotion of equitable social
structures, the safeguarding of global security, and the advancement of peace. By
exercising prudence, both individuals and communities can discern responsible
ways to harness Al for the benefit of humanity, while avoiding applications that
might compromise human dignity or cause harm to the environment.®

In contemporary debates on Al governance, the Catholic Church underscores
the necessity of meaningful human oversight as an essential condition for orient-
ing technological innovation towards the service of the human person and the
common good.* This perspective does not remain at the level of abstract prin-
ciples but identifies operational criteria capable of translating the values of hu-
man dignity, responsibility, and social justice into concrete regulatory practices.”

In light of the personalist principle and the categorical rejection of delegating
life-or-death decisions to machines, meaningful human oversight in the mili-
tary domain requires: (1) human-in-command structures with clearly identifi-
able legal responsibility across the entire chain of command; (2) ex ante limits on
the autonomous functions of weapon systems,” excluding target selection and

8 Cf. Francis, Address of His Holiness Pope Francis to the Participants in the Seminar “The Common
Good in the Digital Age”, op. cit.

8 Cf. Dicastery for the Doctrine of the Faith, Dicastery for Culture and Education, Antiqua et
nova, op. cit., par. 47.

8 Cf. Catechism of the Catholic Church, Libreria Editrice Vaticana, Vatican City 1992, par. 1905-
1912, URL: https://www.vatican.va/archive/ENG0015/_INDEX.HTM.

% Cf. Francis, Message for the 57th World Day of Peace: Artificial Intelligence and Peace, op. cit., par.

2-10.

In discussions on lethal autonomous weapon systems, Pope Francis made a pivotal statement at

the 2024 G7 summit: “No machine should ever choose to take the life of a human being;” affirming

that decisions affecting life and death must remain under human authority. Cf. Francis, Address

91

160



Ethical Evaluation of Artificial Intelligence...

engagement without effective human control; (3) compliance testing with inter-
national humanitarian law and human rights standards, including mandatory
red-teaming and kill-switch mechanisms; and (4) full traceability through inde-
pendent auditing and periodic review of rules of engagement.” To align AI with
the principle of person-centred care and equity in access, the Catholic Church
advocates for: (1) clinical governance of Al with ultimate medical responsibility
remaining with the physician; (2) ethical-clinical impact assessments and post-
market surveillance of devices and algorithms; (3) clinically useful explainability
for both doctors and patients; (4) specific informed consent procedures for Al
use, with safeguards for vulnerable groups; (5) systematic audits of bias and per-
formance across diverse populations; and (6) robust data protection measures
(minimization, quality, security), combined with human override mechanisms
for inappropriate algorithmic recommendations.”

In accordance with the Catholic principles of the dignity of work and social
justice,”* meaningful human oversight in the field of employment must include:
(1) human-in-the-loop mechanisms for adverse decisions (hiring, promotion,
dismissal), guaranteeing the right to explanation and appeal; (2) impact assess-
ments on non-discrimination and inclusion, with periodic audits and corrective
measures; (3) participation of workers’ representatives in the design and deploy-
ment of Al systems; (4) prohibition of black-box models for high-impact uses,
accompanied by decision logs for accountability; and (5) continuous training on
the critical use of algorithmic tools.

The Catholic perspective offers a coherent and universally applicable ethical
framework that translates core values into concrete operational guidelines: prior-
itizing the human person, ensuring balance and prudence, advancing justice and
inclusion, guaranteeing traceable accountability, and protecting the most vul-
nerable. These guidelines provide a foundational reference for both public policy
and private regulatory practices, fostering a digital ecosystem genuinely oriented
towards the common good.

of His Holiness Pope Francis, op. cit.; cf. A. Sharkey, Autonomous Weapons Systems, Killer Robots
and Human Dignity, “Ethics and Information Technology” 2019, Vol. 21, No. 2, pp. 75-87.

2 Cf. Pontifical Academy for Life, Rome Call for AI Ethics, op. cit.

% Cf. Francis, Laudato si’, op. cit., par. 109-110.

*  Cf. Pontifical Council for Justice and Peace, Compendium of the Social Doctrine of the Church,
Libreria Editrice Vaticana, Vatican City 2004, par. 270-275, URL: https://www.vatican.va/ro-
man_curia/pontifical_councils/justpeace/documents/rc_pc_justpeace_doc_20060526_com-
pendio-dott-soc_en.html.
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6. Conclusion

The profound transformations shaping contemporary society through the wide-
spread use of Al inevitably raise significant ethical questions. Within this con-
text, the Catholic contribution offers a coherent and universalizable framework
of principles that does not remain purely theoretical but provides operational
criteria: the centrality of the person, proportionality and precaution, justice and
inclusion, traceable responsibility, and the protection of the most vulnerable.”®
Translated into practical requirements — such as effective human oversight,
auditability, context-appropriate explainability, data protection, impact assess-
ments, and redress mechanisms - these criteria are capable of informing both
public and private standards and regulations, fostering a digital ecosystem genu-
inely oriented towards the common good.*

The Catholic Church’s ethical evaluation of AI does not constitute a rejection
of technological progress, but rather an appeal to orient innovation according to
principles that safeguard human dignity and the common good.”” The overarching
goal is to ensure that Al remains at the service of humanity, promotes justice, and
contributes to the construction of a more equitable, peaceful, and fraternal society.”®

In this vision, human beings, endowed with their distinctive “wisdom of the
heart,” possess the capacity to discern the interconnectedness of realities, to rec-
ognize the positive dimensions of existence, and to uncover its deeper meaning.”
This wisdom is neither reducible to abstract theory nor to mere technical exper-
tise; rather, it is expressed concretely in relationships, commitment, and care.'”

% Cf. P. Benanti, Luomo é un algoritmo? 1l senso dellumano e lintelligenza artificiale, Castelvecchi,
Roma 2025, pp. 45-48.

% Cf. Francis, Message for the 57th World Day of Peace: Artificial Intelligence and Peace, op. cit., par.
2-6.

7 Cf. Francis, Laudato si’, op. cit., par. 102-114.

% Cf. Francis, Fratelli tutti: Encyclical Letter on Fraternity and Social Friendship, 3.10.2020, par. 114-
121, URL: https://www.vatican.va/content/francesco/en/encyclicals/documents/papa-frances-
co_20201003_enciclica-fratelli-tutti.html.

% Cf. Francis, Message of His Holiness Pope Francis for the 58th World Day of Social Communica-
tions: Artificial Intelligence and the Wisdom of the Heart. Towards a Fully Human Communi-
cation, 24.01.2024, URL: https://www.vatican.va/content/francesco/en/messages/communica-
tions/documents/20240124-messaggio-comunicazioni-sociali.html.

10 Cf. V. Corrado, S. Pasta, eds., Intelligenza artificiale e sapienza del cuore. Commento al Messaggio
di Papa Francesco per la 58ma Giornata mondiale delle Comunicazioni Sociali, Scholé, Brescia
2024, p. 102.
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It enables the perception of realities that data alone cannot reveal, while recalling
that at the foundation of all things lies the relational bond among persons - a di-
mension that digital technologies can neither replace nor diminish.
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